Strong Representations of the Survival Function Estimator for Truncated and Censored Data with Applications
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A strong i.i.d. representation is obtained for the product-limit estimator of the survival function based on left truncated and right censored data. This extends the result of Chao and Lo (1988, Ann. Statist. 16, 661–668) for truncated data. An improved rate of the approximation is also obtained on compact sets. Applications include density and hazard rate estimation. The advantage of the improved rate of the approximation is illustrated via kernel density estimation.

1. INTRODUCTION AND MAIN RESULTS

In many survival studies a subject may not be included in the study if the time origin of its lifetime, called onset time, precedes the starting time of the study. Such subjects are called left truncated. Once entered into the study the individuals are subject to the usual right censoring. In this article we study survival data which are subject to both left truncation and right censoring (LTRC). More specifically, let \((X, T, C)\) denote random variables where \(X\) is the variable of interest, the lifetime, with continuous distribution
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function (d.f.) $F$; $T$ is the random left truncation time with arbitrary d.f. $G$ and $C$ is the random right censoring time with arbitrary d.f. $L$. It is assumed that $X$ is independent of $(T, C)$ but $T$ and $C$ may be dependent. In the random LTRC model one observes $(Y, T, \delta)$ if $Y \geq T$ where $Y = X \wedge C = \min(X, C)$ and $\delta = 1(X \leq C)$ is the indicator of censoring status. When $Y < T$ nothing is observed. Let $\alpha = P(T \leq Y)$, and $W$ denotes the d.f. of $Y$, i.e., $1 - W = (1 - F)(1 - L)$. Obviously one needs to assume $\alpha > 0$. Let $(Y_i, T_i, \delta_i), i = 1, ..., n$ be an independent and identically distributed (i.i.d.) sample of $(Y, T, \delta)$ which one observes (i.e., $Y_i \geq T_i$). Let

$$C(z) = P(T \leq z \leq Y | T \leq Y) = \alpha^{-1} P(T \leq z \leq C)[1 - F(z^-)], \quad (1.1)$$

and consider its empirical estimate

$$C_n(z) = n^{-1} \sum_{i=1}^{n} I(T_i \leq z \leq Y_i). \quad (1.2)$$

The product-limit estimator (PLE) $\hat{F}_n$ of $F$ is defined in Tsai et al. (1987) as

$$1 - \hat{F}_n(x) = \prod_{Y_i \leq x} (1 - [nC_n(Y_i)]^{-1})^\delta_i. \quad (1.3)$$

Note that $\hat{F}_n$ reduces to the Kaplan–Meier (1958) PLE when there is no left truncation ($T \equiv 0$), and to the Lynden–Bell (1971) PLE when there is no right censoring. The technical study of $\hat{F}_n$ for LTRC data is closely related to that of $\hat{F}_n$ for left truncated data, but now one has to account for the right censoring effect (cf. Tsai et al., 1987; Gu and Lai, 1990; Lai and Ying, 1991). Properties of the Lynden–Bell PLE for left truncated data were investigated by Woodroofe (1985), Wang et al. (1986) and Chao and Lo (1988). Woodroofe (1985) pointed out that $F$ is identifiable only if some conditions on the support of $F$ and $G$ are satisfied. In our current setting these identifiability conditions involve the support of $W$ and $G$ instead of that of $F$ and $G$. For any d.f. $K$ denote the left and right endpoints of its support by $a_k = \inf\{t: K(t) > 0\}$ and $b_k = \inf\{t: K(t) = 1\}$, respectively. Then $F$ is identifiable if

$$a_G \leq a_W \quad \text{and} \quad b_G \leq b_W. \quad (1.4)$$

In this article we assume that (1.4) holds.

In the right censorship model it is difficult to handle the upper tail of $F$. The left truncation creates further complications so that both the upper and lower tails of $F$ are affected under the LTRC model. For right censored data, Lo and Singh (1986) decompose the Kaplan–Meier PLE as a mean of i.i.d. random variables plus a negligible remainder term of the order
\[ O((n^{-1/2} \ln n)^{3/4}) \] a.s. uniformly over compact intervals. Such an order suffices for proving most of the asymptotic properties of \( F \), but falls short when studying estimators of the density or hazard rate function of \( F \). The order of the remainder term is later improved to be \( O(n^{-1/2} \ln n) \) a.s. by Burke et al. (1988), Major and Rejtö (1988), Lo et al. (1989), and Gu (1991). For left truncated data, Chao and Lo (1989) gave a similar i.i.d. strong representation for the Lynden–Bell PLE on a compact interval excluding \( b \): the order of the remainder term is \( O((n^{-1} \ln n)^{3/4}) \) a.s. when \( a_G < a_F \) and only \( o(n^{-1/2}) \) a.s. when \( a_G = a_F \). It is the goal of this paper to establish an i.i.d. representation for the PLE \( \hat{F}_n \) in (1.3) for LTRC data and to obtain the order of the remainder term. In particular, when \( a_G < a_W \) we show in Theorem 1 that the order of the remainder term is \( O(n^{-1} \ln n) \) a.s., an improvement over Theorem 1 in Chao and Lo (1988). Moreover, we give a tail probability bound for the remainder term. Another strong approximation on the whole support, for a modified version of the estimator (1.3) and for independent truncation time and censoring time, is established in Gu and Lai (1990, Thm. 2). Their method, based on martingale and stochastic integral approaches, is different from ours. Although the results are not directly comparable, our rate for the remainder term seems to be better for the case \( a_G < a_W \), whereas their results also cover the case \( a_G = a_W \).

We now introduce some notations before we state the strong representation results. Assume without loss of generality that \( Y \) and \( T \) are non-negative random variables. Define

\[
W_1(y) = P(Y \leq y, \delta = 1 \mid T \leq Y),
\]

\[
W_{in}(y) = n^{-1} \sum_{i=1}^{n} 1(Y_i \leq y, \delta_i = 1),
\]

and let \( A(z) = \int_{0}^{z} dF(u) /[1 - F(u -)] \) denote the cumulative hazard function of \( F \). It can be shown that

\[
dW_1(y) = z^{-1} P(T \leq y \leq C) dF(y),
\]

and

\[
A(z) = \int_{0}^{z} dW_1(u) / C(u), \quad (1.5)
\]

where \( C \) is defined in (1.1). Hence a natural estimator of \( A(z) \) is

\[
\hat{A}_n(z) = \int_{0}^{z} dW_{in}(u) / C_n(u) = \sum_{i=1}^{n} 1(Y_i \leq z, \delta_i = 1) / [nCn(Y_i)], \quad (1.6)
\]
which is comparable to the Nelson–Aalen estimator of the cumulative hazard function for right censored data. Moreover, \( \hat{A}_n \) is the cumulative hazard function of the PLE \( \hat{F}_n \) defined in (1.3). Define

\[
\zeta(y, t, \delta, z) \equiv 1(y \leq z, \delta = 1)/C(y) - \int_0^y [1(t \leq u \leq y)/C^2(u)] \, dW_1(u),
\]

(1.7)

\[
\xi_{\alpha}(y, t, \delta, z) \equiv \zeta(y, t, \delta, z) - \zeta(y, t, \delta, a).
\]

Then \( E(\zeta(Y_i, T_i, \delta_i, z)) = E(\xi_{\alpha}(Y_i, T_i, \delta_i, z)) = 0 \), and

\[
I(z_1, z_2) \equiv \text{Cov}(\xi_{\alpha}(Y, T, \delta, z_1), \xi_{\alpha}(Y, T, \delta, z_2)) = \int_{u_1}^{z_2} [C(u)]^{-2} dW_1(u).
\]

(1.9)

The following theorem is an extension of Theorem 1 of Chao and Lo (1988) to the LTRC model. It is also an improvement of that theorem since the order of the remainder term in our theorem is \( O(n^{-1} \ln n) \) a.s. as compared to \( O((n^{-1} \ln n)^{1.4}) \) a.s. in theirs.

**Theorem 1.** For \( a_G < a \leq z \leq b < b_u \), it follows that \( C(z) \geq \varepsilon \) for some \( \varepsilon > 0 \), and

\( (a) \) \quad \[ [\hat{A}_n(z) - A(z)] - [\hat{A}_n(a) - A(a)] \]

\[
= \int_a^z [C(u)]^{-1} dW_1(u) - \int_a^z [C_n(u)/C^2(u)] dW_1(u) + R'_u(z),
\]

\[
= n^{-1} \sum_{i=1}^{n} \zeta_{\alpha}(Y_i, T_i, \delta_i, z) + R'_u(z),
\]

(1.10)

where

\[
\sup_{a \leq z \leq b} |R'_u(z)| = O(n^{-1} \ln n) \quad \text{a.s.}
\]

(1.11)

(b) If \( a_G < a_u \) then (a) reduces to

\[
\hat{A}_n(z) - A(z) = n^{-1} \sum_{i=1}^{n} \zeta(Y_i, T_i, \delta_i, z) + R'_u(z),
\]

(1.12)

where

\[
\sup_{0 \leq z \leq b} |R'_u(z)| = O(n^{-1} \ln n) \quad \text{a.s.}
\]

(1.13)
(c) If $a_G < a_W$ then

$$
\hat{F}_n(z) - F(z) = [1 - F(z)] n^{-1} \sum_{i=1}^n \zeta(Y_i, T_i, \delta_i, z) + R_n(z), \tag{1.14}
$$

where

$$
P(\sup_{0 \leq z \leq b} n |R_n(z)| > x + 4e^{-2}) \leq K[e^{-2x} + (x/50)^{-2n} + e^{-2x^2}], \tag{1.15}
$$

with some $\lambda > 0$, and this implies that

$$
\sup_{0 \leq z \leq b} |R_n(z)| = O(n^{-1} \ln n) \quad a.s., \tag{1.16}
$$

and

$$
E(\sup_{0 \leq z \leq b} |R_n(z)|^2) = O(n^{-\alpha}), \quad \text{for any } \alpha > 0. \tag{1.17}
$$

The tail probability bound in (1.15) is similar to (1.9) in Major and Rejtö (1988). Theorem 1 can be used to derive asymptotic properties of $\hat{F}_n$ and $\hat{A}_n$.

\textbf{Corollary 1.} Assume that $a_G < a_W$ and $b < b_W$.

(a) For $0 < z < b_W$, $\hat{A}_n(z) \rightarrow A(z)$ \ a.s.

(b) $\sup_{0 \leq z \leq b} |\hat{A}_n(z) - A(z)| = O((n^{-1} \ln \ln n)^{1/2})$ \ a.s.

(c) The process $n^{1/2}[\hat{A}_n(z) - A(z)]$ converges weakly on $D[0, b]$ to a mean zero Gaussian process with covariance structure $\Gamma(z_1, z_2)$, where $\Gamma(z_1, z_2)$ is given in (1.9).

(d) The conclusions in (a), (b), and (c) hold with $\hat{A}_n$, $A$, and $\Gamma(z_1, z_2)$ replaced by $\hat{F}_n$, $F$, and $[1 - F(z_1)][1 - F(z_2)] \Gamma(z_1, z_2)$, respectively.

A similar weak convergence result for $n^{1/2}(\hat{F}_n - F)$ was obtained in Tsai et al. (1987) under the assumptions that $P(T \leq C) = 1$ and that $(T, C)$ has continuous distribution function.

In Section 2 we apply Theorem 1 to obtain strong i.i.d. representations for kernel estimators of the density function of $F$. The asymptotic properties of these estimators are shown via such strong representations.

The proof of Theorem 1 is given in Section 3. The improvement on the order of the remainder term in Theorem 1 relies on a key lemma, Lemma 1 below, which extends a result in Serfling (1980, Lemma B, p. 223) and is of independent interest itself. The proof of Lemma 1 is given in Section 3. Note that Lemma 1 can also be used to extend Lemma 6 of Major and Rejtö (1988). For a discussion on this fact, see the remark after the proof of Theorem 1 in Section 3.
LEMMA 1. Let \((X_{i1}, \ldots, X_{im})\), \(i = 1, \ldots, n\) be a random sample from a joint distribution function \(H\) whose \(j\)th marginal d.f. is denoted by \(F_j\), for \(1 \leq j \leq m\). Let \(F_{nj}(t) = n^{-1} \sum_{i=1}^{n} I(X_{ij} \leq t)\) be the corresponding \(j\)th marginal empirical d.f. where \(1 \leq j \leq m\) and \(h(X_{i1}, \ldots, X_{im})\) be a real valued function with \(E_H[(h(X_{i1}, \ldots, X_{im}))^{2(p-1)}] < \infty\), for all \(1 \leq i_1, \ldots, i_m \leq n\), \(p\) an integer. Then

\[
E_H \left\{ \left( \prod_{j=1}^{m} h(x_{1j}, \ldots, x_{nj}) \right)^p \right\} = O(n^{-\lceil pm/2 \rceil}), \tag{1.18}
\]

where \(\lceil a \rceil\) denotes the integer part of \(a\).

Note. Although Lemma 1 holds for general \(m\), we only need to apply it, in the proof of Theorem 1, for the case \(m = 2\).

2. APPLICATION TO DENSITY ESTIMATION

The strong i.i.d. representations in Theorem 1 can be applied to density and hazard function estimation. For LTRC data, hazard function estimation is considered in Uzunoğullar and Wang (1990) using the Hajek projection method. We are not aware of any result on density estimation even for purely truncated data. We thus concentrate on density estimation only in this section and demonstrate how to apply the strong i.i.d. representation in Theorem 1 to this goal. The derivation is similar to that of Lo et al. (1989) and Müller and Wang (1990). Details are thus omitted. The need of a sharp tail probability bound for the remainder term as in Theorem 1(c) will become clear (cf. Remark 2 below).

Let \(F\) be absolutely continuous with density function \(f\). Assume \(a_G < a_W\) as in Theorem 1(c) and \(f\) is \(p \geq 1\) times continuously differentiable at \(z\) with \(f(z) > 0\), for \(a_G < z < b_W\). We consider the following kernel density estimator of \(f(z)\),

\[
\hat{f}_n(z) = b_n^{-1} \int K((z - t)/b_n) d\hat{F}_n(t), \tag{2.1}
\]

where \(K\) is a kernel function in \(L^2[-1, 1]\) of bounded variation with support in \([-1, 1]\) and satisfying the moment condition

\[
\begin{align*}
1, & \quad j = 0 \\
\int x^j K(x) \, dx = 0, & \quad 1 \leq j < p \\
< \infty \text{ but nonzero}, & \quad j = p.
\end{align*}
\tag{2.2}
\]
Note that the kernel $K$ depends on $p$ implicitly. The bandwidth sequence $\{b_n\}$ satisfies the usual conditions

$$b_n \to 0 \quad \text{and} \quad nb_n \to \infty. \quad (2.3)$$

Theorem 1 and integration by parts yield the following a.s. representation of $\hat{f}_n(z)$,

$$\hat{f}_n(z) = f(z) + \beta_n(z) + \sigma_n(z) + e_n(z), \quad (2.4)$$

where

$$\beta_n(z) = b_n^{-1} \int F(z - b_n x) \, dK(x) - f(z) \quad (2.5)$$

is essentially the bias,

$$\sigma_n(z) = (nb_n)^{-1} \sum_{i=1}^{n} \left[ 1 - F(z - b_n x_i) \right] \zeta(Y_i, T_i, \delta_i, z - b_n x_i) \, dK(x) \quad (2.6)$$

is the stochastic component of $\hat{f}_n(z)$, and $e_n(z)$ is the error of the approximation satisfying

$$\sup_{0 \leq z \leq b} |e_n(z)| = O((\ln n)(nb_n)^{-1}) \quad \text{a.s.,}$$

and

$$E \sup_{0 \leq z \leq b} |e_n(z)|^\alpha = O((nb_n)^{-\alpha}), \quad \text{for any } \alpha > 0. \quad (2.7)$$

**Remark.** Note that the order of the error term in (2.7) is sharper than that of (3.6) in Lo et al. (1989) who only considered the censored data case and has an extra $\ln n$ term. This improvement allows us to use the usual bandwidths as in (2.3) compared to the stronger requirement $(nb_n)^{2} \to \infty$ in their condition (b2).

Denote

$$B_p \equiv \left[ (-1)^p / p! \right] \int x^p K(x) \, dx \quad \text{and} \quad V = \int \left[ \frac{dK(x)}{K(x)} \right]^2 dx. \quad (2.8)$$

Note that $E(\sigma_n(z)) = 0$ and $\zeta(Y_i, T_i, \delta_i, t)$ is a random variable uniformly bounded for $0 \leq t \leq b < b_w$. Standard calculations and (2.2), (2.4)–(2.8) yield the following bias and variance expressions:

$$\text{bias}(\hat{f}_n(z)) = b_n^p f^{(p)}(z) B_p + o(b_n^p) + O((nb_n)^{-1}), \quad (2.9)$$

$$\text{Var}(\hat{f}_n(z)) = (nb_n)^{-1} f(z)[1 - F(z)][C(z)]^{-1} V + o((nb_n)^{-1}). \quad (2.10)$$
Strong consistency and asymptotic normality of \( \hat{f}_n(z) \) thus follow by verifying the standard conditions for triangular arrays.

**Theorem 2.** Let \( \sigma^2 = f(z)[1 - F(z)][C(z)]^{-1} V \) and \( d = \lim_{n \to \infty} nb^{2p+1} \).

Then

(a) \( \hat{f}_n(z) \to f(z) \) a.s.

(b) \( (nb_n)^{1/2} \{ \hat{f}_n(z) - E(\hat{f}_n(z)) \} \to N(0, \sigma^2) \)

(c) \( (nb_n)^{1/2} \{ \hat{f}_n(z) - f(z) \} \to N(d^{1/2}f^{(p)}(z) B_p, \sigma^2) \), if \( d < \infty \).

**Remarks.** 1. Note that only the continuity of \( f \) at \( z \) suffices for Theorem 3(a).

2. If instead of (1.17) one has, e.g.,

\[
E(R_n(z)^2) = O(n^{-\delta_3}), \quad \text{for some} \quad 1/2 < \delta < 1,
\]

then the \( nb_n \) term in (2.9) is replaced by \( n^\delta b_n \) and an extra term \( O((n^{\delta+1/2}b_n)^{-1}) + O(n^\delta b_n^{-2}) \) should be added to the right hand side of (2.10). Consequently, an extra condition \( n^{2\delta - 1} b_n \to \infty \) needs to be imposed in Theorem 3.

3. The choice of local optimal bandwidths and locally adaptive bandwidths can be carried out as in Müller and Wang (1990). We do not pursue this issue further. The above arguments should suffice to demonstrate the advantage of obtaining the improved order of convergence for the remainder term in the strong i.i.d. representation.

### 3. Proofs of the Main Results

The outline of the proof of Theorem 1 is similar to that of Theorem 1 of Major and Régho (1988), hereafter abbreviated as M & R (1988). We adopt their notations for the remainder terms, as closely as possible.

**Proof of Theorem 1.** Recall the definition of \( \hat{A}_n(z) \) from (1.6). Using the arguments as on p. 1122 of M & R (1988), we obtain that

\[
\hat{A}_n(z) - \hat{A}_n(a) = \sum_{i=1}^n \frac{1(a < Y_i \leq z, \delta_i = 1)}{nC(Y_i)} \left[ 1 - \frac{nC_n(Y_i) - nC(Y_i)}{nC(Y_i)} \right] + R_{3n}(z),
\]

where

\[
|R_{3n}(z)| \leq 2 \sum_{i=1}^n \left[ \frac{C_n(Y_i) - C(Y_i)}{C(Y_i)} \right]^2 \frac{1(a < Y_i \leq z, \delta_i = 1)}{nC(Y_i)}
\]
on the set $A_n(z) = \cap_{i-1}^n \{ |C_n(Y_i) - C(Y_i)| < \frac{1}{2} C(Y_i) \text{ or } Y_i \notin (a, z] \}$. Hence
\[
\tilde{A}_n(z) - \tilde{A}_n(a) = 2\tilde{A}(z) - \tilde{B}(z) + R_{3n}(z), \tag{3.1}
\]
where
\[
\tilde{A}(z) = \sum_{i-1}^n 1(a < Y_i \leq z, \delta_i = 1) [nC(Y_i)]^{-1} = \int_a^z [C(u)]^{-1} dW_{1n}(u) \tag{3.2}
\]
\[
\tilde{B}(z) = \sum_{i-1}^n 1(a < Y_i \leq z, \delta_i = 1) nC_n(Y_i) [nC(Y_i)]^{-2}
\]
\[
= \int_{0}^{\infty} \int_{0}^{\infty} \frac{1(a < x \leq z)}{C^2(x)} 1(y \leq x) dC_n(y) dW_{1n}(x)
\]
\[
= \int_a^z \int_{0}^{\infty} [C(x)]^{-2} dC_n(y) dW_{1n}(x). \tag{3.3}
\]
Decompose
\[
dC_n(y) dW_{1n}(x) = dC(y) d[W_{1n}(x) - W_1(x)] + d[C_n(y) - C(y)] dW_1(x)
\]
\[
+ d[C_n(y) - C(y)] d[W_{1n}(x) - W_1(x)] + dC(y) dW_1(x).
\]
As in (2.5), p. 1123 of M & R (1988) we obtain from (3.3) that
\[
\tilde{B}(z) = B_1(z) + B_2(z) + B_3(z) + B_4(z), \tag{3.4}
\]
with
\[
B_1(z) + B_4(z) = \tilde{A}(z). \tag{3.5}
\]
\[
B_2(z) = \int_a^z [C_n(x) - C(x)]/C^2(x) dW_1(x), \tag{3.6}
\]
\[
B_3(z) = \int_{0}^{\infty} \int_{0}^{\infty} \frac{1(a < x \leq z)}{C^2(x)} 1(y \leq x)
\]
\[
\times d[W_{1n}(x) - W_1(x)] d[C_n(y) - C(y)]. \tag{3.7}
\]
Put
\[
R_{4n}(z) = -B_3(z). \tag{3.8}
\]
It follows from (3.1), (3.4)–(3.8) that
\[
\tilde{A}_n(z) - \tilde{A}_n(a) = \tilde{A}(z) - B_2(z) + R_{3n}(z) + R_{4n}(z). \tag{3.9}
\]
Further, (3.6) and (1.5) imply that

$$B_2(z) = \int_a^z \left[ C_n(x)/C^2(x) \right] dW_1(x) - \left[ A(z) - A(a) \right].$$  

(3.10)

Hence from (3.2), (3.9), and (3.10) we obtain (1.10) with

$$R_m(z) = R_{3m}(z) + R_{4m}(z).$$

We deal with this remainder term by proving in the Appendix that

**Lemma 2.** There exist $K, x > 0$ such that

$$P(\sup_{a \leq z \leq b} n |R_{3n}(z)| > x) \leq 2ne^{-2n} + Ke^{-x}.$$

**Lemma 3.** For some $K, \lambda > 0,$

$$P(\sup_{a \leq z \leq b} n |R_{4n}(z)| > x) \leq K\left[ (x/5)^{-2n} + e^{-\lambda(nx)^{1/2}} + e^{-\lambda x} + e^{-\lambda nx^2} \right].$$

Taking $x = c \ln n$ in Lemma 2 and 3, with $c$ large enough, and applying the Borel–Cantelli lemma we find that

$$\sup_{a \leq z \leq b} n |R_m(z)| = O(\ln n) \text{ a.s. for } i = 3, 4,$$

which leads to (1.11). This completes the proof of part (a).

Part (b) follows from (a) by choosing $a_C < a < a_W$.

We now prove part (c). A two-term Taylor expansion yields

$$\hat{F}_n(z) - F(z) = \left[ 1 - F(z) \right] \left[ -\log(1 - \hat{F}_n(z)) - A(z) \right] + R_{1n}(z),$$  

(3.11)

where

$$|R_{1n}(z)| \leq |\log(1 - \hat{F}_n(z)) + A(z)|^2,$$

if $|\log(1 - \hat{F}_n(z)) + A(z)| \leq 1.$  

(3.12)

Further, we write

$$R_{2n}(z) = \log(1 - \hat{F}_n(z)) + \hat{A}_n(z)$$

$$= \sum_{i=1}^{n} 1(Y_i \leq z, \delta_i = 1)\{\log(1 - [nC_n(Y_i)]^{-1}) + [nC_n(Y_i)]^{-1}\}.$$  

Hence (1.14) follows with

$$R_n(z) = \left[ 1 - F(z) \right] \left[ -R_{2n}(z) + R_{3n}(z) + R_{4n}(z) \right] + R_{1n}(z).$$  

(3.13)
Recall that $C(z) \geq 0$, for $z \leq b$. For the remainder term $R_{2n}(z)$ we prove in the Appendix that

**Lemma 4.** For some $K$, $\lambda > 0$,

$$P(\sup_{z \leq b} n |R_{2n}(z)| > 4e^{-\lambda}) \leq Ke^{-\lambda n}.$$ 

In order to deal with the remainder term $R_{1n}(z)$, we show in the Appendix that:

**Lemma 5.** For $400[ne^4]^{-1} < x < 2n$ and some $K$, $\lambda > 0$,

$$P(\sup_{z \leq b} n |\log(1 - \tilde{F}_n(z)) + A(z)| > x) \leq K\{e^{-\lambda x} + [(nx)^{1/2}/25]^{-2n}\}.$$ 

From this we obtain,

$$P(\sup_{z \leq b} |\log(1 - \tilde{F}_n(z)) + A(z)| > 1) \leq K\{e^{-\lambda n} + (n/25)^{-2n}\}. \quad (3.14)$$

Further, Lemma 5, (3.12) and (3.14) yield, for $400[ne^4]^{-1} < x < 2n$, and some $K$, $\lambda > 0$,

$$P(\sup_{z \leq b} nR_{1n}(z)) \geq x/2) \leq K\{e^{-\lambda x} + [(nx/2)^{1/2}/25]^{-2n} + (x/50)^{-2n}\}. \quad (3.15)$$

Applying Lemmas 2, 3, and 4 with $a_G < a < a_w$, it follows from (3.13) and (3.15) that for $400[ne^4]^{-1} < x < 2n$,

$$P(\sup_{z \leq b} n |R_n(z)| > x + 4e^{-\lambda}) \leq P(\sup_{z \leq b} n |R_{1n}(z)| > x/2)$$

$$+ P(\sup_{z \leq b} n |R_{2n}(z)| > 4e^{-\lambda})$$

$$+ P(\sup_{z \leq b} n |R_{3n}(z)| > x/4)$$

$$+ P(\sup_{z \leq b} n |R_{4n}(z)| > x/4)$$

$$\leq K\{e^{-\lambda x} + [(nx/2)^{1/2}/25]^{-2n}$$

$$+ (x/50)^{-2n} + (x/20)^{-2n} + e^{-\lambda x}\}$$

$$\leq K\{e^{-\lambda x} + (x/50)^{-2n} + e^{-\lambda x}\}. \quad (3.16)$$

For $x \leq 400[ne^4]^{-1}$, we can choose $K$ large enough in (3.16) so that $Ke^{-\lambda x} = 1$. Hence (3.16) holds for $0 \leq x < 2n$. The proof of (1.15) will be
completed if we show that (3.16) holds for \( x \geq 2n \). First of all note that (1.14) implies

\[
\hat{F}_n(z) - F(z) = [1 - F(z)]
\times \left\{ \int_{-\infty}^{z} [C(u)]^{-1} d(W_{1n}(u) - W_1(u) - B_2(z)) \right\} + R_n(z),
\]

and that \( |\hat{F}_n(z) - F(z)| \leq 1 \). Hence, \( nR_n(z) > x \) implies

\[
n \int_{-\infty}^{z} [C(u)]^{-1} d(W_{1n}(u) - W_1(u) - B_2(z)) > x/2 \quad \text{for} \quad x \geq 2n.
\]

Therefore

\[
P(\sup_{z \leq b} n |R_n(z)| > x) \leq P\left( \sup_{z \leq b} n \left| \int_{-\infty}^{z} [C(u)]^{-1} d(W_{1n}(u) - W_1(u)) \right| > x/4 \right) + P(\sup_{z \leq b} |B_2(z)| > x/4)
\leq P(\sup_{z \leq b} |W_{1n}(z) - W_1(z)| > \epsilon x/4)
\leq P(\sup_{z \leq b} |C_n(z) - C(z)| > \epsilon^2 x/4)
\leq K e^{-2x^2/n} \leq K e^{-2x}, \quad \text{for} \quad x \geq 2n,
\]

by Lemma 2 of Dvoretzky et al. (1956). Hence (1.15) holds for all \( x \).

Taking \( x = c \ln n \) in (1.15), with \( c \) large enough, (1.16) follows from the Borel–Cantelli lemma.

Finally, (1.17) follows from (1.15) and the fact that

\[
E(\{|X|^2\}) = \int_0^\infty u^{\gamma - 1} P\{|X| \geq u\} \, du.
\]

This finishes the proof of Theorem 1.

Remark. Lemma 3 holds the key to the improvement of Theorem 1 in Chao and Lo (1988) and it plays the role of Lemma 3 in M & R (1988). The proof of Lemma 3 in M & R relies on their Lemma 6 which is a special case of Theorem 1 of Major (1988). This theorem cannot be applied in our situation, and its role is taken over by Lemma 1 in Section 1 (c.f. the proof of Lemma 3 in the Appendix).

Before proving Lemma 1, we first extend Lemma A on p. 222 of Serfling (1980).
LEMMA A. Let $F_1, \ldots, F_m$ and $G_1, \ldots, G_m$ be d.f.'s and $h(x_1, \ldots, x_m)$ be a given real valued function. Then

$$
\int \cdots \int h(x_1, \ldots, x_m) \prod_{i=1}^m d[G_i(x_i) - F_i(x_i)]
= \int \cdots \int \tilde{h}(x_1, \ldots, x_m) \prod_{i=1}^m dG_i(x_i),
$$

where the function $\tilde{h}$ depends on $F_1, \ldots, F_m$ and

$$
\int \tilde{h}(x_1, \ldots, x_m) dF_i(x_i) = 0, \quad \text{for } 1 \leq i \leq m. \tag{3.17}
$$

**Proof.** For $m = 1$, take $\tilde{h}(x) = h(x) - \int h(x_1) dF_1(x_1)$. For $m = 2$, take $\tilde{h}(x_1, x_2) = h(x_1, x_2) - \int h(x_1, x_2) dF_1(x_1)$

$$
- \int h(x_1, x_2) dF_2(x_2) + \iint h(x_1, x_2) dF_1(x_1) dF_2(x_2).
$$

In general, take

$$
\tilde{h}(x_1, \ldots, x_m) = h(x_1, \ldots, x_m) - \sum_{i=1}^m \int h(x_1, \ldots, x_m) dF_i(x_i)
+ \sum_{1 \leq i < j \leq m} \iint h(x_1, \ldots, x_m) dF_i(x_i) dF_j(x_j) - \cdots
+ (-1)^m \int \cdots \int h(x_1, \ldots, x_m) dF_1(x_1) \cdots dF_m(x_m). \tag{3.17}
$$

**Proof of Lemma 1.** Choosing $G_i = F_{ni}$ in Lemma A, we obtain

$$
\int \cdots \int h(x_1, \ldots, x_m) \prod_{i=1}^m d[F_{ni}(x_i) - F_i(x_i)]
= \int \cdots \int \tilde{h}(x_1, \ldots, x_m) \prod_{i=1}^m dF_{ni}(x_i)
= n^{-m} \sum_{i_1=1}^n \cdots \sum_{i_m=1}^n \tilde{h}(X_{i_1}, \ldots, X_{i_m}).
$$
The left hand side of (1.18) equals

\[ n^{-pm} \sum_{i_{11} = 1}^{n} \cdots \sum_{i_{m1} = 1}^{n} \cdots \sum_{i_{1p} = 1}^{n} \cdots \sum_{i_{mp} = 1}^{n} \]

\[ E_H \left[ \tilde{h}(X_{i_{11}, 1}, \ldots, X_{i_{m1}, m}) \cdots \tilde{h}(X_{i_{1p}, 1}, \ldots, X_{i_{mp}, m}) \right]. \] (3.18)

Using the fact that \( X_{i_{t0}, j} \) and \( X_{i_{t0}, k} \) are independent if \( i_{t0} \neq i_{t0} \), and (3.17), it can be shown (cf. p. 224, proof of Lemma B in Serling (1980)) that a term in (3.18) may be possibly nonzero only if the sequence of indices \( i_{11}, \ldots, i_{m1}; \ldots; i_{1p}, \ldots, i_{mp} \) contains each member at least twice. The number of such cases is \( O(n^{-pm+2}) \). The lemma now follows from (3.18) and Holder's inequality.

**APPENDIX: PROOFS OF LEMMAS 2–5**

Let \( W^*(t) = P(Y < t | T < Y) \) be the marginal distribution of the observed \( Y \).

**Proof of Lemma 2.** The proof is similar to that of Lemma 2 in M & R (1988) and we omit the details. First of all note that \( A_a(z_2) \subset A_a(z_1) \), for \( z_1 \leq z_2 \). Therefore, we consider

\[ P(\sup_{a \leq z \leq b} n | R_{3n}(z) | > x) \leq P(\sup_{a \leq z \leq b} n | R_{3n}(z) | > x, A_a(b)) + P((A_a(b))^c). \]

For the second probability, we obtain

\[ P((A_a(b))^c) \leq \sum_{i=1}^{n} P \left\{ \frac{C_n(Y_i) - C(Y_i)}{2} \geq \frac{1}{2} C(Y_i), a < Y_i \leq b \right\} \]

\[ = \sum_{i=1}^{n} \int_{a}^{b} P \left( \frac{C_n(Y_i) - C(Y_i)}{C(Y_i)} \geq \frac{1}{2}, Y_i = t \right) dW^*(t) \]

\[ \leq n \int_{a}^{b} 2e^{-\alpha C(t)} dW^*(t) \]

\[ \leq 2ne^{-\alpha n}, \quad \text{for some } \alpha > 0 \text{ since } C(t) \geq c, \] (A.1)

where the second to the last inequality follows from Bernsteins' inequality (cf. p. 95 in Serling (1980)).
The first probability is bounded by
\[
P\left( \sup_{a < Y_i \leq b} 2n \sum_{i=1}^{n} \left[ \frac{C_n(Y_i) - C(Y_i)}{C(Y_i)} \right]^{2} 1(a < Y_i \leq z, \delta_i = 1) > x \right)
\leq P\left( 2 \sum_{i=1}^{n} \frac{1(a < Y_i \leq b)}{\varepsilon} \left[ \frac{C_n(Y_i) - C(Y_i)}{\varepsilon} \right]^{2} > x \right)
\leq P(n \sup_{-\infty < t < \infty} |C_n(t) - C(t)|^2 > x \varepsilon^{3}/2)
\leq K_1 e^{-x^3/4},
\]  
(A.2)

by Lemma 2 of Dvoretzky et al. (1956).

The result now follows from (A.1) and (A.2).

\[\Box\]

**Proof of Lemma 3.** We first transform the remainder term \(R_4(z)\). Define \(W_2(y) = P(Y \leq y, \delta = 0)\) \(T \leq Y\). Hence \(W^*(y) = W_1(y) + W_2(y)\). Consider the following transformation
\[
V_i = \begin{cases} 
    W_1(Y_i), & \text{if } \delta_i = 1 \\
    1 - W_2(Y_i), & \text{if } \delta_i = 0.
\end{cases}
\]

Then \(V_1, ..., V_n\) are i.i.d. uniform \([0, 1]\) random variables. Let \(U_n(x) = n^{-1} \sum_{i=1}^{n} 1(V_i \leq x)\), be the corresponding empirical distribution function. Then \(W_i(x) = U_n(W_1(x))\) for \(W_i(x) \leq W_1(x)\). Define \(W_1^{-1}(t) = \inf\{ x : W_1(x) \geq t \}\).

Then \(W_1^{-1}(W_1(x)) = x\) since \(W_1\) is continuous (due to the fact that \(F\) is continuous). Then
\[
-R_4(z) = B_3(z) = \int_{0}^{\infty} \int_{0}^{W_1^{-1}(t)} \frac{1(a < W_1^{-1}(t) \leq z)}{C^2(W_1^{-1}(t))} \
\times 1(y \leq W_1^{-1}(t)) \ d[U_n(t) - U(t)] \ d[C_n(y) - C(y)]
\]
\[
= \int_{0}^{\infty} \int_{0}^{\infty} \frac{1(W_1(a) < t \leq W_1(z))}{C^2(W_1^{-1}(t))} \
\times 1(W_1(y) \leq t) \ d[U_n(t) - U(t)] \ d[C_n(y) - C(y)]
\]
\[
= \int_{0}^{\infty} \int_{0}^{\infty} h(t, y) \ d[U_n(t) - U(t)] \ d[C_n(y) - C(y)],
\]
where \(h(t, y) \leq \varepsilon^{-2}\). Since \(C_n\) is the difference of two empirical distribution functions, an application of Lemma 1 with \(m = 2\) leads to
\[
E(\left[ B_3(z) \right]^{-2p}) = O(n^{-2p}),
\]
where the bound is uniform in \( z \). The Markov inequality then implies that for some \( K > 0 \) (independent of \( z \)),

\[
P(n \mid B_3(z)) > x \leq K(x/2)^{-2p}.
\] (A.3)

Next we aim at extending (A.3) in the sense of replacing \( B_3(z) \) by \( \sup_{a \leq z \leq b} |B_3(z)| \). This can be achieved by using standard discretizing arguments. By continuity of \( W_1 \) it is possible to partition \([a, b]\) as \( a = t_1 < t_2 < \cdots < t_n = b \) such that

\[
W_1(t_{i+1}) - W_1(t_i) \leq n^{-1} \quad \text{for} \quad i = 1, \ldots, n - 1.
\]

From (3.7)

\[
B_3(z) = \int_a^z \frac{C_n(y) - C(y)}{C^2(y)} \, d[W_{1n}(y) - W_1(y)].
\]

Hence

\[
P\left( \sup_{a \leq z \leq b} n \mid B_3(z) \right) \geq \frac{x}{4} \leq \left\{ \max_{1 \leq i \leq n - 1} n \mid \int_{t_i}^{t_{i+1}} \frac{C_n(y) - C(y)}{C^2(y)} \, d[W_{1n}(y) - W_1(y)] \right\}
+ P\left( \max_{1 \leq i \leq n - 1} \sup_{t_i \leq y \leq t_{i+1}} n \left| \int_{t_i}^{y} \frac{C_n(y) - C(y)}{C^2(y)} \, d[W_{1n}(y) - W_1(y)] \right| > (x/2) \right\}
\]

\[
\leq (n - 1) K(x/4)^{-2p} + P(nV_n > x/2),
\] (A.4)

for some \( K > 0 \), where

\[
V_n \leq \max_{1 \leq i \leq n - 1} \sup_{t_i \leq y \leq t_{i+1}} \left| \int_{t_i}^{y} \frac{C_n(y) - C(y)}{C^2(y)} \, dW_{1n}(y) \right|
+ \max_{1 \leq i \leq n - 1} \sup_{t_i \leq y \leq t_{i+1}} \left| \int_{t_i}^{y} \frac{C_n(y) - C(y)}{C^2(y)} \, dW_1(y) \right|
\]

\[
\leq \sup_{a \leq z \leq b} \left| \frac{C_n(z) - C(z)}{C^2(z)} \right| \left\{ \max_{1 \leq i \leq n - 1} \left[ W_{1n(t_{i+1})} - W_{1n(t_i)} \right] \right\}
+ \max_{1 \leq i \leq n - 1} \left[ W_1(t_{i+1}) - W_1(t_i) \right]
\]

\[
\leq \sup_{a \leq z \leq b} \left| \frac{C_n(z) - C(z)}{C^2(z)} \right| \left\{ \max_{1 \leq i \leq n - 1} \left[ W_{1n(t_{i+1})} - W_1(t_i) \right] \right\}
- \left[ W_{1n(t_i)} - W_1(t_i) \right] + 2 \max_{1 \leq i \leq n - 1} \left[ W_1(t_{i+1}) - W_1(t_i) \right].
\] (A.5)
Now applying Bernstein’s inequality (cf. p. 96 in Serfling (1980)), we have
\[ P(n^{1/2} \max_{i \leq n} \left| W_{1n}(t_{i+1}) - W_{1n}(t_i) \right| > x^{1/2}/4) \leq 2e^{-\lambda^2 x^2}, \quad \text{for some } \lambda > 0. \] (A.6)

Using Lemma 2 in Dvoretzky et al. (1956), we get
\[ P \left( \sup_{a \leq z \leq b} n^{1/2} \left| \frac{C_n(z) - C(z)}{C^2(z)} \right| > x^{1/2} \right) \leq P \left( \sup_{a \leq z \leq b} n^{1/2} |C_n(z) - C(z)| > \varepsilon^2 x^{1/2} \right) \leq Ke^{-\lambda x}, \quad \text{for some } K, \lambda > 0. \] (A.7)

Similarly,
\[ P \left( \sup_{a \leq z \leq b} \left| \frac{C_n(z) - C(z)}{C^2(z)} \right| > x/8 \right) \leq Ke^{-\lambda x}, \quad \text{for some } K, \lambda > 0. \] (A.8)

From (A.5) – (A.8) we obtain
\[ P(nV_n > x/2) \leq 2e^{-\lambda^2 x^2/2} + K_1 e^{-\lambda x} + K_2 e^{-\lambda^2 x^2/2}. \] (A.9)

Choosing \( p = n \) in (A.4), it follows that \((n - 1) K(x/4)^{-2p} \leq K(x/5)^{-2n}\). The lemma now follows from (A.4) and (A.9).

Proof of Lemma 4. First note that \(|\log(1 - x) + x| \leq x^2\), if \(0 \leq x \leq \frac{1}{2}\). Hence on
\[ E_n = \bigcap_{i=1}^{n} \{ nC_n(Y_i) \geq 2 \}, \quad |R_{2n}(z)| \leq \sum_{i=1}^{n} 1(y_i \leq z, y_i = 1)[nC_n(Y_i)]^{-2}. \] (A.10)

Further, \(nC_n(Y_i) \geq 1\) for all \(i\), and it follows that
\[ P(E_n) \leq \sum_{i=1}^{n} P(nC_n(Y_i) = 1) = \sum_{i=1}^{n} \int_{aW} P(nC_n(Y_i) = 1 \mid Y_i = t) \, dW^*(t) = n \int_{aW} [1 - C(t)]^{n-1} \, dW^*(t) \leq n(1 - \varepsilon)^{n-1} \leq Ke^{-\lambda n}, \] (A.11)

for some \(K, \lambda > 0\).
Next consider,

\[
P \left( \sup_{z \leq b} n \left\{ \sum_{i=1}^{n} 1(Y_i \leq z, \delta_i = 1) \left[ nC_n(Y_i) \right]^{-1} \right\} > 4e^{-2} \right)
\leq P \left( n \sum_{i=1}^{n} 1(Y_i \leq b, \delta_i = 1) \left[ nC_n(Y_i) \right]^{-2} > 4e^{-2} \right)
\leq P \left( n \sum_{i=1}^{n} 1(Y_i \leq b) \left[ nC(Y_i) - ne/2 \right]^{-2} > 4e^{-2} \right)
+ P \left( \sup_{u \leq u \leq b} \left| C_n(u) - C(u) \right| > \frac{\epsilon}{2} \right)
\leq P \left( n \sum_{i=1}^{n} 1(Y_i \leq b) > n^2 \right) + K_1 e^{-n^{2/8}}
\leq P \left( \sum_{i=1}^{n} \left[ 1(Y_i \leq b) - W^*(b) \right] > n[1 - W^*(b)] \right) + K_1 e^{-n^{2/8}}
\leq Ke^{-\lambda n}, \tag{A.12}
\]

for some \( K, \lambda > 0 \), by Bernstein's inequality. The lemma now follows from (A.10)–(A.12).

**Proof of Lemma 5.** From the definition of \( R_{2n}(z) \) and (3.2), (3.6) and (3.9), we have

\[
P(\sup_{z \leq b} n | \log(1 - \hat{F}_n(z)) + A(z) |^2 > x)
\leq P \left( \sup_{z \leq b} n \int_{u}^{z} \left[ C(u) \right]^{-1} d \left[ W_{1n}(u) - W_1(u) \right] > \frac{1}{2}(nx)^{1/2} \right)
+ P(\sup_{z \leq b} n | B_2(z) > \frac{1}{2}(nx)^{1/2} \right)
+ P(\sup_{z \leq b} n | R_{2n}(z) > \frac{1}{2}(nx)^{1/2} \right)
+ P(\sup_{z \leq b} n | R_{3n}(z) > \frac{1}{2}(nx)^{1/2} \right)
+ P(\sup_{z \leq b} n | R_{4n}(z) > \frac{1}{2}(nx)^{1/2} \right)
= I + II + III + IV + V. \tag{A.13}
\]
Using the fact that $C(u) \geq \varepsilon$ and Bernstein’s inequality,
\[ I \leq P(\sup_{z \leq b} |W_1(z) - W_1(z)| > \frac{1}{2} \varepsilon (nx)^{1/2}) \]
\[ \leq Ke^{-\lambda x}, \quad \text{for some } K, \lambda > 0. \quad \text{(A.14)} \]

Lemma 2 of Dvoretzky et al. (1956) implies, for some $K, \lambda > 0,$
\[ II \leq P(\sup_{z \leq b} |C_n(z) - C(z)| > \frac{1}{3} \varepsilon^2 (nx)^{1/2}) \]
\[ \leq Ke^{-\lambda \varepsilon^2 nx} \leq Ke^{-\lambda \varepsilon^2 nx}. \quad \text{(A.15)} \]

Lemmas 2, 3, and 4 imply that for some $K, \lambda > 0,$
\[ III \leq Ke^{-\lambda x}, \quad \text{if } x > 400[ne^d]^{-1} \]
\[ \leq Ke^{-\lambda x/2}, \quad \text{if } x < 2n, \quad \text{(A.16)} \]
\[ IV \leq Ke^{-\lambda (nx)^{1/2}} \leq Ke^{-\lambda x/2}, \quad \text{if } x < 2n, \quad \text{and} \quad \text{(A.17)} \]
\[ V \leq K\left\{[(nx)^{1/2}/25] - 2n + e^{-\lambda n^4/x^4} + e^{-\lambda (nx)^{1/2}} + e^{-\lambda n^2/x^2}\right\} \]
\[ \leq K\left\{[(nx)^{1/2}/25] - 2n + e^{-\lambda (1/2)n^4/x^4} + e^{-\lambda n^2/x^2} + e^{-\lambda n^2/x^2}\right\} \]
\[ \leq K\left\{[(nx)^{1/2}/25] - 2n + e^{-\lambda x}\right\}. \quad \text{(A.18)} \]

The lemma now follows from (A.13)–(A.18).
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