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Abstract

Functional linear and single-index models are core regression methods in functional data
analysis and are widely used for performing regression in a wide range of applications when
the covariates are random functions coupled with scalar responses. In the existing literature,
however, the construction of associated estimators and the study of their theoretical properties
is invariably carried out on a case-by-case basis for specific models under consideration. In
this work, assuming the predictors are Gaussian processes, we provide a unified methodological
and theoretical framework for estimating the index in functional linear, and its direction in
single-index models. In the latter case, the proposed approach does not require the specification
of the link function. In terms of methodology, we show that the reproducing kernel Hilbert
space (RKHS) based functional linear least-squares estimator, when viewed through the lens
of an infinite-dimensional Gaussian Stein’s identity, also provides an estimator of the index of
the single-index model. Theoretically, we characterize the convergence rates of the proposed
estimators for both linear and single-index models. Our analysis has several key advantages:
(i) it does not require restrictive commutativity assumptions for the covariance operator of
the random covariates and the integral operator associated with the reproducing kernel; and
(ii) the true index parameter can lie outside of the chosen RKHS, thereby allowing for index
misspecification as well as for quantifying the degree of such index misspecification. Several
existing results emerge as special cases of our analysis.

1 Introduction

Functional regression with observed random functions as predictors coupled with scalar responses is
one of the core tools of functional data analysis (???). The classical model of functional regression
is the functional linear model, which emerges for example, when one assumes a joint Gaussian
distribution between the predictor process X(t) and response Y ∈ R and is given by

Y =

∫
S
X(t)β∗(t) dt+ ε = 〈X,β∗〉L2(S) + ε, (1.1)

where ε is an exogenous additive noise such that E [ε|X] = 0, E[ε2] = σ2. In the following, we set
S = [0, 1]. A semi-parametric extension of the above model is the functional single-index model,

Y = g

(∫
S
X(t)β∗(t) dt

)
+ ε = g

(
〈X,β∗〉L2(S)

)
+ ε, (1.2)
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for some function g : R → R. Following standard terminology, the functional parameter β∗ is
referred to as the index parameter, and the function g as the link function. Note that when g is
the identity function, the single-index model in (??) becomes the functional linear model.

Given n observations {(Xi, Yi)}1≤i≤n that are independent and identically distributed copies
of (X,Y ), a fundamental problem is to estimate the index parameter β∗ in (??). It is worth
emphasizing here that for the case of single-index models, an efficient estimator for β∗ is crucial
for subsequently obtaining an estimate of the link function g; see, for example, ?. Hence, our focus
is on constructing an estimator of β∗ that does not require information about the link function.
To do so, the interaction between the allowed class of link functions and the distribution of the
covariate X becomes crucial, as is also the case in the finite-dimensional case (?). Indeed this has
been well-explored in the case of multivariate single-index models (i.e., when X ∈ Rd). As will be
seen below, this is true in the functional setting as well.

In this work, under a Gaussian process assumption on the covariate X, we provide a unified
reproducing kernel Hilbert space (RKHS) based framework for estimating the index in functional
linear, the direction of the index in the single-index models, for a class of unknown link functions.
Specifically, we illustrate that the standard functional linear least-squares estimator also provides
an efficient estimator of the index parameter in the single-index model under the Gaussian process
assumption. While it might come across as a rather surprising observation at first, it has an
elementary justification when the functional linear least-squares estimator is viewed through the
lens of infinite-dimensional analogs of Gaussian Stein’s identity. Similar observations have been
made in the multivariate setting (see, for example, ??? and ?), based on the finite-dimensional
Gaussian Stein’s identity. As our index parameter estimator is agnostic to the choice of the link
function, it also naturally handles misspecification with respect to the link function. Furthermore,
compared to existing theoretical results, our analysis handles the case when the true index β∗ is
not necessarily contained in the RKHS that is used for estimation.

1.1 Main contributions

We now elaborate more on our main contributions in this work.

Methodology: The RKHS-based functional penalized linear least-squares estimator (for a penalty
parameter λ > 0), given by

β̂ := arg min
β∈H

1

n

n∑
i=1

[Yi − 〈β,Xi〉]2 + λ‖β‖2H, (1.3)

was proposed and analyzed in ? for the linear setting, where H corresponds to an RKHS with the
associated norm ‖ · ‖H; see ?, Chapter 4 for an introduction to RKHS. While the minimization
of the regularized objective in (??) is over a possibly infinite-dimensional RKHS H, using the
classical ideas of the representer theorem, it has been shown in ? that the minimizer of (??) can be
computed by solving a finite-dimensional regularized linear inverse problem. In the current work,
we illustrate that the above estimator that was designed for linear models, rather surprisingly
also serves as a good estimator for the direction of the index in functional single-index models for
various link functions g, when the random covariates Xi follow a Gaussian process. This provides
a unified methodology for estimating the index parameter in functional linear and single-index
settings, without regard to the specific nature of the link function g, thereby allowing for its
misspecification.

Our proposed estimator is based on infinite-dimensional extensions of Gaussian Stein’s identity.
This goes informally as follows: For a zero-mean Gaussian random element X in a separable Hilbert
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space with covariance operator C, i.e., the linear integral operator with kernel cov(X(t), X(s)), and
for smooth enough real-valued functions f , it holds that

E[Xf(X)] = CE[∇f(X)], (1.4)

where∇ is the Fréchet derivative. Replacing f(X) in (??) by g(〈X,β∗〉), we obtain E[Xg(〈X,β∗〉)] =
CE[∇g(〈X,β∗〉)], with the left hand side being equivalent to E[Y X] since E[Y X] = E[Xg(〈X,β∗〉)+
Xε] = E[Xg(〈X,β∗〉)] and the right hand side being equivalent to ϑg,β∗Cβ

∗ with the constant de-
fined as ϑg,β∗ := E[g′(〈X,β∗〉)] since CE[∇g(〈X,β∗〉)] = CE[g′(〈X,β∗〉)β∗], where g′ is the deriva-
tive of g. Therefore, for the single-index model, the Gaussian Stein identity reduces to

E[Y X] = ϑg,β∗Cβ
∗, (1.5)

which in turn reduces to the classical “functional normal equation” Cβ∗ = E [Y X] when the model
is linear, i.e., ϑg,β∗ = 1 when g is linear; see, for example, ?. This provides a justification for
using the estimator in (??) for estimating the direction of the index in the context of single-index
models, as long as ϑg,β∗ 6= 0. To the best of our knowledge, applying this viewpoint and Stein’s
identity is novel, even in the face of the extensive literature on functional linear and single-index
regression models. We also emphasize that the use of Stein’s identity in this context enables
one to work only with unconditional covariance operators, which is in stark contrast with sufficient
dimensionality reduction techniques (for example, sliced inverse regression) that require conditional
covariance operators to be estimated. The constraint ϑg,β∗ 6= 0 places restrictions on the class of
link functions g for which the proposed approach could be used. Examples of link functions for
which the constraint holds include logistic functions, odd-powered polynomials, and exponential
functions. However, an important function for which it does not hold is the quadratic (or even-
powered polynomials). This is due to the fact that the odd moments of Gaussians are zero.

We note that in the following developments, it is assumed throughout that the predictor process
X is a zero-mean Gaussian process that is fully observed. However, the assumption that the process
is fully observed may be too strict for some relevant applications, where the functional predictors
Xi are observed not continuously but rather intermittently on a dense grid of equidistant design
points (t1, . . . , tm) on the domain S. Also, the measurements taken at these gridpoints may be
contaminated with i.i.d. measurement errors εij , for i = 1, . . . , n and j = 1, . . . ,m, i.e., one has m
(or more) measurement times tij that form a dense grid on the domain of the predictor functions
X. In this situation, the data is observed as Xij = Xi(tij) + εij instead of complete trajectories Xi.
One can then utilize a uniform convergence result that states that when passing the data (tij , Xij)
through a local linear smoother that utilizes appropriate bandwidth choices, one may obtain for the
resulting curve estimates X̂i,: for any ε > 0, supt∈S |X̂i(t) −Xi(t)| = Op(m

−1/(3+ε)). The bound
on the right-hand side does not depend on i and can be made arbitrarily small by assuming very
dense sampling of individual trajectories and thus the error induced by the pre-smoothing step
becomes negligible if m is large enough relative to the sample size n. In order not to detract from
the main theme of this paper, we refer for further details about the necessary regularity conditions
to Corollary 2 in ?; see also ? and ? for earlier studies on pre-smoothing of functional data.

Theory: While the true index parameter β∗ could lie either inside or outside the RHKS under
consideration (characterized via interpolation spaces determined by a parameter α), the estimator
β̂ in (??) always lies in the RKHS by definition. Previous works (???) relied on the assumption
that β∗ ∈ H. In this work, we relax this assumption and obtain convergence rates for estimating β∗

using β̂ by capturing the interaction between the integral operator T associated with the RKHS and
the covariance operator C of the Gaussian process, through the decay behavior of the eigenvalues
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of the operator Λ := T 1/2CT 1/2 and the alignment of its eigenfunctions to those of T . Our
main result (Theorem ??), stated informally below, captures the interaction between T and C.
Specialized versions (Theorems ??, ??, and ??) provide the rate of convergence for β̂ for both
linear and single-index models under appropriate eigenvalue decay assumptions. For the case of a
linear model, using a variation of Theorem ?? (see Theorem ??), we also provide prediction error
results without assuming β∗ ∈ H in Theorem ?? and recover the results of ? in Theorem ??.

Main result (Informal). Define β̃∗ := ϑg,β∗β
∗, where ϑg,β∗ is a model constant that depends on g

and β∗. Suppose β̃∗ ∈ R (Tα) for α ∈ (0, 1/2],

E
[(
g(〈X, β̃∗〉)− 〈X, β̃∗〉

)4]
<∞,

and trace(C1/2) < ∞. Then, defining Λ := T 1/2CT 1/2 and Λλ := Λ + λI, up to constants, with
high probability, we have

‖β̂ − β̃∗‖ . bias(λ) + ‖Ξ‖
1
4

[√
N(λ)

n
+ λ

√
‖Θ‖trace(Θ)

n

]
,

where Ξ := TΛ−2λ T , N(λ) := trace
(
Λ−1λ Λ

)
, Θ := Tα−

1
2 Λ−1λ ΛΛ−1λ Tα−

1
2 , and the bias factor is given

by bias(λ) := ‖T 1/2Λ−1λ T 1/2Cβ̃∗ − β̃∗‖.

In the above result, the definition of β̃∗ allows to treat both single-index and linear models
in a unified manner with ϑg,β∗ = 1 when the model is linear. The case α = 1/2 corresponds to
β̃∗ ∈ H and α < 1/2 corresponds to β̃∗ ∈ L2(S)\H. The smoothness of the target function β̃∗ is
captured by α, i.e., larger values of α are associated with smoother values of β̃∗, where α controls
the behavior of bias(λ) and Θ. The behavior of ‖β̂ − β̃∗‖ is also controlled by the decay rate of
the eigenvalue of Λ, which in turn is related to the smoothness of H and that of the covariance
function of the Gaussian process. Finally, the degree of alignment between the eigenfunctions of Λ
and T controls the behavior of bias(λ) and Ξ.

We now highlight the differences and benefits of our results compared to the directly related
works of ?, ? and ? that consider only the functional linear regression in the RKHS setup. All
these works consider the estimator in (??) and predominantly provide convergence results for the
easier case of prediction error in the linear setup. While ? consider the problem of estimation in
the linear setting, they make the restrictive assumption that the operators T and C commute. ?
and ? do not make the commutativity assumption, however, they do not provide any results for
estimation. Furthermore, all these works assume the true index parameter β∗ to reside inside the
RKHS under consideration. In comparison, our results provide a complete characterization of the
rates of estimation without the above assumptions, for both linear and single-index models.

1.2 Related works

The functional linear model (i.e., the case when g is the identity function) was derived for the
Gaussian case by ? and in various statistical settings was considered by many authors, with early
work by ?, motivated by analyzing the relation between weather and electricity sales. Subsequent
work includes ????? and ?, to mention a few; reviews include ? and ?.

Regarding single-index models, ? and ? studied functional versions of generalized linear models
that feature a single-index where the latter work included nonparametric estimation of the link
function. In subsequent work, ? studied estimators for general single and multiple index models
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and provided consistency results, while ? developed predictive inferential results for generalized
linear models when the true index β∗ lies in Sobolev RKHS spaces (which is a special case of the
well-specified setting). Their approach follows that of ? and consequently suffers from similar
shortcomings as discussed above. Furthermore, the estimators in the above works depend on the
specification of the link function g. Several works, for example, ???? and ?, also considered
extension of sufficient dimension reduction methods to the functional data setting, however, only
consistency of the estimator is established with no deeper study of convergence rates.

Finally, in the setting of multivariate data, the use of Stein’s identity in developing estimation
methodology for single and multiple-index models has been well explored. Specifically, we refer
to ???? and ? for the case of single-index models. Similarly, we refer to ??? and ? for multiple-
index models.

The techniques used in our analysis have a connection to the statistical learning theory literature
on analyzing kernel ridge regression methods and linear inverse problems. A comprehensive operator
theoretic analysis of kernel ridge regression was provided in ? building on the seminal works of ??
and ?. We also refer the interested reader to the works of ????? and ? for other related works.
Compared to our work, the above works are predominantly focused on excess error bounds for
nonlinear regression in the learning theory framework. Another key difference of these works from
ours is that they do not involve the covariance operator C and all results are determined by
the integral operator T in contrast to ours which depends on the behavior of T 1/2CT 1/2 and its
interaction with T . In the context of linear inverse problems, ? recently used operator-theoretic
analysis to also provide estimation error bounds. However, their setting is not directly comparable
to our setting of functional linear and single-index model regression.

1.3 Organization

The rest of the paper is organized as follows. In Section ??, we elaborate our unified methodology
highlighting the viewpoint obtained by the infinite-dimensional Gaussian Stein’s identity. In Sec-
tion ??, we present our unified theoretical results for estimating the index parameter. In Section ??,
we provide examples to interpret and illustrate the assumptions required to derive the main results.
In Section ??, the consequences of our results for prediction in the linear setting are highlighted. In
Section ??, numerical simulations for both the Gaussian and non-Gaussian settings are provided.
The proofs of all the results are provided in Section ?? and the auxiliary results are provided in
Sections ?? and ??.

1.4 Notations

Unless mentioned explicitly, 〈·, ·〉 and ‖ · ‖ refer to 〈·, ·〉L2(S) and ‖ · ‖L2(S), respectively. We also
require the RKHS inner-product and the associated norm sometimes, which we refer to by 〈·, ·〉H
and ‖ · ‖H respectively. For an operator A, we denote by R (A) and N (A), its range space and
the null space respectively. We denote the operator norm of A by ‖A‖. For x ∈ H, x⊗ x : H → H
is defined as (x⊗ x)z = x〈x, z〉H for any z ∈ H, where H is a Hilbert space. We also use a . b to
represent that a ≤ Kb for a large enough constant K. Furthermore, for a random variable χ ∈ R
with distribution P and a constant x, we use χ .p x to denote the fact that for any δ > 0, there
exists a positive constant Kδ <∞ such that P (χ ≤ Kδx) ≥ δ.
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2 Methodology

Let H be an RKHS with the associated kernel k : S × S → R. Define I : H → L2(S), f 7→ f , to be
the inclusion operator mapping functions in the RKHS H to L2(S) and I∗ : L2(S)→ H to denote
the adjoint of I. We also define the following two important operators that arise in our analysis:

T := II∗ : L2(S)→ L2(S) and C := E[X ⊗X] : L2(S)→ L2(S), (2.1)

where ⊗ represents the L2(S) tensor product. Throughout the paper, we assume that X is a
centered random element, i.e., E[X] = 0L2(S).

Our goal is to estimate β∗ in the presence of an unknown link function g. First note that one
may view the Gaussian processes X as random elements taking values in Hilbert space following
a Gaussian measure (????). As discussed in Section ??, leveraging the version of Stein’s identity
for Hilbert-valued random elements yields (??), i.e., E [Y X] = ϑg,β∗Cβ

∗. We refer to ? and ?
for the details of the infinite-dimensional Gaussian Stein’s identity (see (??)) and the associated
integration by parts formula and provide a formal statement in the supplementary material for
completeness. Here ϑg,β∗ is a constant depending on the link function g and the index β∗. The
exact value of the constant could be calculated for a given fixed link function g, which also fixes
the true index parameter β∗. However, the exact value is irrelevant for our purpose as we focus on
estimating the direction of the index parameter (which is the best one could hope for without the
knowledge of g, due to the lack of identifiability in the model). Hence, we assume throughout that
g is such that ϑg,β∗ 6= 0, where ϑg,β∗ := E[g′(〈X,β∗〉)] is recalled from Section ??. In particular,
when g is the identity function, it is easy to see that ϑg,β∗ = 1. We define β̃∗ := ϑg,β∗β

∗ to handle
the single-index and linear model in a unified manner and note that

β̃∗ := arg min
β∈L2(S)

E [Y − 〈X,β〉]2 .

This variational formulation is the key step in constructing a regularized estimator as in (??), whose
details are provided below.

Let (X1, Y1), . . . (Xn, Yn) be n i.i.d. copies of random variables (X,Y ). Recalling the definitions
in and above (??), for some λ > 0, our estimator is based on minimizing the penalized least-squares
criterion over the RKHS H,

β̂n,λ = arg min
β∈H

1

n

n∑
i=1

[Yi − 〈β,Xi〉]2 + λ‖β‖2H

= arg min
β∈H

1

n

n∑
i=1

[Yi − 〈Iβ,Xi〉]2 + λ‖β‖2H

= arg min
β∈H

1

n

n∑
i=1

[Yi − 〈β, I∗Xi〉H]2 + λ‖β‖2H (2.2)

= arg min
β∈H

1

n

n∑
i=1

[
Y 2
i + 〈β, (I∗Xi ⊗ I∗Xi)β〉H − 2〈YiI∗Xi, β〉H

]
+ λ‖β‖2H. (2.3)

This estimator does not require any knowledge of the link function g. Indeed, for the case where
g is the identity, this estimator was studied in ? for estimation in the functional linear model.
As we will demonstrate, this same estimator continues to be applicable for a general single-index
model, under the assumption that X is a Gaussian process, where we focus on the estimation of
the direction of the true index parameter β∗.
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By completing the squares w.r.t. β in (??), it is easy to verify that

β̂n,λ =

[
I∗

(
1

n

n∑
i=1

Xi ⊗Xi

)
I + λI

]−1
I∗

[
1

n

n∑
i=1

YiXi

]
.

Defining Ĉ := 1
n

∑n
i=1Xi ⊗Xi and R̂ := 1

n

∑n
i=1 YiXi, we obtain

β̂n,λ =
[
I∗ĈI + λI

]−1
I∗R̂. (2.4)

In what follows, we denote β̂n,λ by β̂ for simplicity. We emphasize that the above form of
the estimator is useful for our analysis, while an alternate form that is more useful for im-
plementation purposes is as follows. By applying the representer theorem (??) to (??), β̂ ∈
span

{∫
S k(·, t)Xi(t) dt : i = 1, . . . , n

}
, i.e., there exists a α := (α1, . . . , αn)> ∈ Rn such that

β̂ =
∑n

i=1 αi
∫
S k(·, t)Xi(t) dt. Using this in (??) and solving for α yields α = (K + nλI)−1y,

where K ∈ Rn×n with [K]ij :=
∫
S

∫
S k(t, s)Xi(t)Xj(t) dt ds and y = (Y1, . . . , Yn)> ∈ Rn. There-

fore, β̂ can be computed by solving a finite-dimensional linear system of size n, which is not obvious
from the expression in (??).

3 Main results

Here we present our main results concerning the rate of convergence of β̂ to β̃∗ in L2(S). Theorem ??
(proved in Section ??) is a general result about the behavior of ‖β̂ − β̃∗‖ in terms of certain key
operators involving T and C. More specialized results are presented in Theorems ??, ?? and ??,
depending on whether T and C commute or not.

Theorem 3.1 (Master theorem for estimation). Let ‖T−αβ̃∗‖ < ∞, i.e., β̃∗ ∈ R (Tα) for α ∈
(0, 1/2]. Define

κ := E
[(
g(〈X, β̃∗〉)− 〈X, β̃∗〉

)4]
. (3.1)

Suppose one of the following conditions hold: (a) trace(C1/2) <∞ and κ ∈ (0,∞), (b) κ = 0 and
trace(C) <∞. Define

Θ := Tα(CT + λI)−1C(TC + λI)−1Tα, d(λ) :=
trace(Θ)

‖Θ‖
, (3.2)

Ξ := T (T 1/2CT 1/2 + λI)−2T, and

N(λ) := trace
[
(T 1/2CT 1/2 + λI)−1T 1/2CT 1/2

]
. (3.3)

Then, for

δ ∈ (0, 1/e], n & (d(λ) ∨ log(1/δ)), and

trace(T 1/2CT 1/2)

n
. λ . ‖T 1/2CT 1/2‖, (3.4)

with probability at least 1− 3δ, we have

‖β̂ − β̃∗‖ . bias(λ) + ‖Ξ‖
1
4

√
(σ2 +

√
κ)N(λ)

nδ
(3.5)
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+ λ‖Ξ‖
1
4

(∥∥∥T 1/2CT 1/2
∥∥∥1/2 +

√
λ

)
‖T‖

1
2
−α‖T−αβ̃∗‖

√
‖Θ‖trace(Θ)

n
,

where bias(λ) := ‖T (CT + λI)−1Cβ̃∗ − β̃∗‖.

Remark 3.1. (i) The assumption β̃∗ ∈ R (Tα) imposes certain smoothness condition on β̃∗. For
example, it is well-known (?, Theorem 4.51) that β̃∗ ∈ H when α = 1

2 , which we refer to as the

well-specified setting. This assumption is equivalent to the condition that β̃∗ lies in an interpolation
space between L2(S) and H with α being the interpolating index.

(ii) While trace(C) <∞ is guaranteed by the well-definedness of the Gaussian process, Theorem ??
requires a slightly stronger condition, namely trace(C1/2) <∞, when κ 6= 0.

(iii) The parameter κ captures the degree of non-linearity of the model. Indeed, κ = 0 implies
g(〈X, β̃∗〉) = 〈X, β̃∗〉 with probability 1. Conversely, when the model is linear, κ = 0. For the
non-linear case, the condition of κ < ∞ is rather mild since it is satisfied by any g that satisfies
g(x) = o(ex

2+ε
) as x → ∞ for any ε > 0. Since 〈X, β̃∗〉 is a zero mean Gaussian random variable,

clearly, κ <∞ if E[g4(Z)] <∞ which is true if the above condition holds.

The following result (proved in Section ??) provides a concrete convergence rate when the
operators T and C commute.

Theorem 3.2 (Commutative operators). Let ‖T−αβ̃∗‖ < ∞ for α ∈ (0, 1/2]. Assume that the
operators T and C commute and have simple eigenvalues (i.e., of multiplicity one) denoted by µi
and ξi for i ∈ N, such that

i−t . µi . i−t and i−c . ξi . i−c, (3.6)

where t > 1 and c > 1. Suppose one of the following conditions hold: (a) κ ∈ (0,∞) and c > 2, (b)
κ = 0 and c > 1. Then

‖β̂ − β̃∗‖ .p n
− αt

1+c+2t(1−α) for λ = n
− t+c

1+c+2t(1−α) . (3.7)

Remark 3.2. (i) When α = 1/2, i.e., β̃∗ ∈ H (well-specified case), we obtain

‖β̂ − β̃∗‖ .p n
− t

2(1+t+c) ,

which exactly matches the minimax optimal rate obtained in ? for the functional linear model.
Remarkably, this same rate applies in the much more general framework of a single index functional
regression model when c > 2 and κ <∞.

(ii) Even for the special case of the functional linear model, Theorem ?? extends the results of ?
to the misspecified setting, i.e., β̃∗ ∈ L2(S)\H, since ? only investigated the well-specified setting
(i.e., β̃∗ ∈ H).

(iii) The term α controls the smoothness of β̃∗ with large values of α corresponding to smooth
β̃∗. Therefore, we should expect the convergence rates to get faster with increasing α, which is
confirmed by Theorem ??. However, based on our current proof technique, Theorem ?? handles
the range of smoothness corresponding to α ∈ (0, 1/2]. The case of α > 1/2 remains open and is
an artifact of our proof technique.

(iv) The requirement c > 2 ensures that trace(C1/2) <∞.
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In the following, we relax the assumption of commutativity of C and T and investigate the
convergence rates for ‖β̂ − β̃∗‖ by directly exploiting the eigenvalue decay of T 1/2CT 1/2 in The-
orem ?? (proved in Section ??). Under additional assumptions about the alignment between the
eigenfunctions of T 1/2CT 1/2 and T faster convergence rates can be obtained. This is the result
stated in Theorem ?? (proved in Section ??) and the rates there are seen to be faster than those
in Theorem ??, while both these convergence rates are slower than those obtained in Theorem ??
because the commutativity assumption is stronger than these relaxed assumptions.

Theorem 3.3 (Noncommutative operators). Let (ζi)i∈N denote the eigenvalues of T 1/2CT 1/2 with
i−b . ζi . i−b, for some b > 1. Suppose β̃∗ ∈ R (T 1/2(T 1/2CT 1/2)ν) for ν ∈ (0, 1] and κ < ∞.
Then, for

‖β̂ − β̃∗‖ .p n
− bν

1+b+2bν for λ = n
− b

1+b+2bν . (3.8)

Remark 3.3. (i) Unlike in the commutative case, the results are presented in terms of the eigen
decay behavior of T 1/2CT 1/2. When T and C commute, we obtain b = t+ c.

(ii) To the best of our knowledge, to date there is no result available in the literature for the
estimation error ‖β̂ − β̃∗‖ in the noncommutative setting, even for the special case of functional
linear models.

(iii) The assumption β̃∗ ∈ R (T 1/2(T 1/2CT 1/2)ν) implies there is a function h ∈ L2(S) such that

T 1/2(T 1/2CT 1/2)νh = β̃∗,

whence β̃∗ ∈ R (T 1/2) = H (i.e., α = 1/2 in Theorems ?? and ??). Therefore, the assumption
β̃∗ ∈ R (T 1/2(T 1/2CT 1/2)ν) is stronger than assuming β̃∗ ∈ R (T 1/2). The key reason for this
assumption is to obtain sharper bounds of bias(λ), thus obtaining non-trivial convergence rates.
Indeed, simply assuming β̃∗ ∈ R (T 1/2) ensures bias(λ) → 0 as λ → 0, and consistency of β̂ can
be established, but with no handle on the convergence rate.

(iv) While it is difficult to grasp the smoothness properties of β̃∗ entailed by the condition β̃∗ ∈
R (T 1/2(T 1/2CT 1/2)ν) in the noncommutative setting, an understanding of this condition can be
gained for the special case where T and C do commute. In this setting, when the eigenvalues
of T and C satisfy the conditions of Theorem ??, the assumption β̃∗ ∈ R (T 1/2(T 1/2CT 1/2)ν)

is equivalent to β̃∗ ∈ R (T
1
2
+ν+ cν

t ) ⊂ R (T 1/2), which implies that β̃∗ is restricted to a smaller
subspace of H. The larger the values of ν or c

t are, the smaller is this subspace of H. This means

that β̃∗ is smoother when ν increases and when ν > 0 as compared to ν = 0 (where only ν = 0 is
actually needed in the commutative case).

(v) Denoting the eigenfunctions of T 1/2CT 1/2 by (φi)i∈N, in the commutative case, the assumption
that β̃∗ ∈ R (T 1/2(T 1/2CT 1/2)ν) implies that the bias term behaves as

bias(λ) = ‖T (CT + λI)−1Cβ̃∗ − β̃∗‖
= ‖T (CT + λI)−1CT 1/2(T 1/2CT 1/2)νh− T 1/2(T 1/2CT 1/2)νh‖

≤

∑
i

[
i−t−t/2−c−ν(t+c)

i−(t+c) + λ
− i−t/2−ν(t+c)

]2
〈h, φi〉2

1/2

≤ λ

[
sup
i

i−t/2−ν(t+c)

i−(t+c) + λ

]
‖h‖ ≤ λ

[
λ
t/2+ν(t+c)−(t+c)

t+c

]
= λ

ν+
t

2(t+c) ,
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where the last inequality follows from Lemma A.6 when (t+ c)(1− ν) ≥ t/2, i.e., ν ≤ t+2c
2t+2c . Note

that this upper bound is better than λ
t

2(t+c) when α = 1/2. Hence, we obtain

‖β̂ − β̃∗‖ .p
λ
− 1+c

2(t+c)

√
n

+ λ
ν+ t

2(t+c) ,

where the first term is directly taken from the proof of Theorem ?? under α = 1/2. Therefore,

‖β̂ − β̃∗‖ .p n
−

ν(t+c)+ t
2

2ν(t+c)+1+c+t for λ = n
− t+c
2ν(t+c)+1+t+c .

On the other hand, the bound in Theorem ?? under the commutativity assumption, i.e., b = t+ c
yields

‖β̂ − β̃∗‖ .p n
− ν(t+c)
2ν(t+c)+1+c+t for λ = n

− t+c
2ν(t+c)+1+t+c .

Thus the bound in Theorem ?? is better than the one in Theorem ??, as expected.

As can be seen from the proof of Theorem ??, the terms ‖Ξ‖ and bias(λ) with the assumption
β̃∗ ∈ R (T 1/2(T 1/2CT 1/2)ν) involve interaction terms between T and T 1/2CT 1/2. In contrast, the
terms N(λ), ‖Θ‖ and trace(Θ) are entirely determined by T 1/2CT 1/2. Theorem ?? ignores the
interaction between T and T 1/2CT 1/2. It is of interest to investigate if more refined bounds than
those in Theorem ?? can be obtained by additionally capturing interaction terms. To this end, let
(ζi, φi) and (µi, ψi) for i ∈ N denote the eigensystems of T 1/2CT 1/2 and T , respectively. Then we
have

Ξ = T (T 1/2CT 1/2 + λI)−2T = T

[∑
i

(ζi + λ)−2φi ⊗ φi +
∑
i

λ−2φ̃i ⊗ φ̃i

]
T,

where the (φ̃i)i span the null space N (T 1/2CT 1/2) of T 1/2CT 1/2. Therefore,

‖Ξ‖ =

∥∥∥∥∥∑
i

(ζi + λ)−2Tφi ⊗ Tφi +
∑
i

1

λ2
T φ̃i ⊗ T φ̃i

∥∥∥∥∥
≤
∑
i

‖Tφi ⊗ Tφi‖
(ζi + λ)2

+
1

λ2

∥∥∥∥∥∑
i

T φ̃i ⊗ T φ̃i

∥∥∥∥∥ =
∑
i

‖Tφi‖2

(ζi + λ)2
+

1

λ2

∥∥∥∥∥∑
i

T φ̃i ⊗ T φ̃i

∥∥∥∥∥
=
∑
i

∥∥∥∑j µj〈φi, ψj〉ψj
∥∥∥2

(ζi + λ)2
+

1

λ2

∥∥∥∥∥∑
i

T φ̃i ⊗ T φ̃i

∥∥∥∥∥ .
Note that the first term in the above inequality can be further bounded as follows,

∑
i

∥∥∥∑j µj〈φi, ψj〉ψj
∥∥∥2

(ζi + λ)2
=
∑
i

µ2i
(ζi + λ)2

∑
j

µ2j
µ2i
〈φi, ψj〉2

≤
∑
i

µ2i
(ζi + λ)2

sup
i

1

µ2i

∑
j

µ2j 〈φi, ψj〉2.
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Under the assumption that supi
1
µ2i

∑
j µ

2
j 〈φi, ψj〉2 < ∞ (this condition captures the interaction

between T and T 1/2CT 1/2 and is naturally satisfied when T and C commute), we obtain

∑
i

∥∥∥∑j µj〈φi, ψj〉ψj
∥∥∥2

(ζi + λ)2
.
∑
i

µ2i
(ζi + λ)2

.
∑
i

i−2t

(i−b + λ)2
. λ−

1+2b−2t
b ,

where the last inequality follows from Lemma A.5 when b ≥ 2t and b ≥ t, i.e., b ≥ 2t. Therefore,

‖Ξ‖ . λ−
1+2b−2t

b + λ−2 . λ−2

since the first term is of smaller order than λ−2 as λ→ 0.
This calculation shows that because of the interaction between T and N (T 1/2CT 1/2), it ap-

pears that a better bound is not possible for ‖Ξ‖1/4, as we showed in the proof of Theorem ??
(see (??)) that ‖Ξ‖1/4 ≤ λ−1/2 without capturing any interaction between T and N (T 1/2CT 1/2).
On the other hand, the bound on bias(λ) seems to be improvable. Indeed, note that as β̃∗ =
T 1/2(T 1/2CT 1/2)νh for some h ∈ L2(S), we obtain bias(λ) = ‖T 1/2(Λ + λI)−1Λ1+νh − T 1/2Λνh‖
with Λ := T 1/2CT 1/2, where the interaction between T and N (T 1/2CT 1/2) does not play a role.
These observations lead to the following result (proved in Section ??), which is an improvement
over Theorem ??.

Theorem 3.4 (Noncommutative operators with alignment of eigenfunctions). Let (ζi, φi) and
(µi, ψi) for i ∈ N, denote the eigensystems of T 1/2CT 1/2 and T respectively. Suppose

i−b . ζi . i−b and i−t . µi . i−t

for some b, t > 1 and that the eigenfunctions of T 1/2CT 1/2 and T satisfy

sup
i,l

1

µiµl

∣∣∣∣∣∣
∑
j

µj〈φi, ψj〉〈φl, ψj〉

∣∣∣∣∣∣
2

<∞. (3.9)

Assuming κ <∞ and β̃∗ ∈ R (T 1/2(T 1/2CT 1/2)ν) for some ν ∈
(
0, 12 −

t
2b

]
, we have

‖β̂ − β̃∗‖ .p n
− bν+(t−1)/2

t+b+2bν for λ = n
− b
t+b+2bν .

Remark 3.4. (i) For ν ∈ (0, 12−
t
2b ], the rate in Theorem ?? is clearly faster than that in Theorem ??.

(ii) When T and C commute, the condition in (??) is satisfied as

sup
i,l

1

µiµl

∣∣∣∣∣∣
∑
j

µj〈φi, ψj〉〈φl, ψj〉

∣∣∣∣∣∣
2

= sup
i,l

1

µiµl

∣∣∣∣∣∣
∑
j

µj〈φi, φj〉〈φl, φj〉

∣∣∣∣∣∣
2

= sup
i

1

µ2i

∣∣∣∣∣∣
∑
j

µj〈φi, φj〉2
∣∣∣∣∣∣
2

= 1.

Since b = t+ c in the commutative setting, by setting λ = n
− t+c

2t+c+2(t+c)ν , we obtain

‖β̂ − β̃∗‖ .p n
− (t+c)ν+(t−1)/2

2t+c+2(t+c)ν .

This rate is still slower than the rate provided by Theorem ??, which is obtained directly under the
commutativity assumption since the interaction between T 1/2CT 1/2 and T is not captured in Ξ.
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4 Interpreting range space conditions on β̃∗

In this section, we provide an interpretation of the range space condition β̃∗ ∈ R(T 1/2(T 1/2CT 1/2)ν),
for ν ∈ (0, 1], for specific choices of covariance operator C and the kernel k that induces the integral
operator T . The following result (proved in Section ??) provides a generic characterization of the
range space condition, which is elaborated through examples. We consider the case ν = 1 for
simplicity.

Proposition 4.1. For x, y ∈ [0, 1], suppose that the reproducing kernel k and the covariance
function c are given respectively by

k(x, y) =
∑
i≥1

aiφi(x)φi(y), c(x, y) =
∑
m≥1

bmψm(x)ψm(x),

where ai ≥ 0 for all i, bm ≥ 0 for all m,
∑

i≥1 ai ≤ ∞,
∑

m≥1 bm ≤ ∞ and (φi)i and (ψm)m
form an orthonormal basis of L2([0, 1]). Define τj :=

∑
i aiη

2
ij where ηij :=

∑
m≥1 bmθmiθmj and

θmj := 〈ψm, φi〉, and assume supj τj <∞. Then it holds that

(i) The RKHS induced by the kernel k is given by

H =

f(x) =
∑
i≥1

fiφi(x), x ∈ [0, 1] :
∑
i

f2i
ai

<∞

 ,

with the associated inner product defined by 〈f, g〉H =
∑

i a
−1
i figi.

(ii) The space R(T 1/2(T 1/2CT 1/2)) satisfies the inclusion

R(T 1/2(T 1/2CT 1/2)) ⊂ H̃ ⊂ H,

where

H̃ =

{
f(x) =

∑
i

fiφi(x), x ∈ [0, 1] :
∑
i

f2i
aiτi

<∞

}
,

is an RKHS induced by the kernel k̃(x, y) =
∑

i≥1 aiτiφi(x)φi(y) with inner product 〈f, g〉H̃ =∑
i≥1 figi(τiai)

−1.

Remark 4.1. While T 1/2CT 1/2 is a positive self-adjoint operator, its eigenvalues and eigenfunctions
are unknown, see (??). If θmi = δmi, which happens when ψm = φi (i.e., in the commutative set-
ting), then we obtain ηij = biδij and so T 1/2CT 1/2 =

∑
i aibiφi⊗φi, yielding (aibi, φi)i as the eigen-

system of T 1/2CT 1/2, which then implies that (a
3/2
i bi, φi)i is the eigensystem of T 1/2(T 1/2CT 1/2).

Therefore, for any f ∈ R(T 1/2(T 1/2CT 1/2)ν), there is a h ∈ L2([0, 1]) such that f = T 1/2(T 1/2CT 1/2)νh,

which implies f =
∑

i a
ν+1/2
i bνi hiφi where hi = 〈h, φi〉. It is easy to verify that f ∈ H′, where

H′ =

{
f(x) =

∑
i

fiφi(x), x ∈ [0, 1] :
∑
i

f2i
a2ν+1
i b2νi

<∞

}
,

which is an RKHS induced by the kernel k′(x, y) =
∑

i a
2ν+1
i b2νi φi(x)φi(y) since, we have that

f = T 1/2(T 1/2CT 1/2)νh,

‖f‖2H′ =
∑
i

a2ν+1
i b2νi h

2
i

a2ν+1
i b2νi

=
∑
i

h2i = ‖h‖2 <∞.
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Remark 4.2. Suppose φi = cos(iπ·) and ai ∝ i−2α, for some α ∈ N. Then, for f ∈ H, we have
f(x) =

∑
i fiφi(x) =

∑
i fi cos(iπx), for x ∈ [0, 1] where

∑
i i

2αf2i < ∞. Note that we have
f (α)(x) =

∑
i π

αiαfi cos(iπx), which implies ‖f (α)‖2 = π2α
∑

i i
2αf2i = c1‖f‖2H, for some constant

c1 > 0. That is, H consists of α-times differentiable functions that are square integrable. Suppose
bi ∝ i−2λ for some λ ∈ N. Then under the conditions of Proposition ??, we obtain that H̃ consists of
functions that are (α+λ)-times differentiable and square-integrable, i.e., the degree of smoothness
of R(T 1/2(T 1/2CT 1/2)) is at least λ more than that of H.

Note that Mercer’s theorem allows expansion of the kernel as in Proposition 4.1, wherein (ai, φi)i
forms the eigensystem of the integral operator, T . Since S = [0, 1] and the measure is Lebesgue, the
choice of φi(t) = cos(iπt) yields a translation-invariant kernel (see Remark ??) but other choices
are possible that yield kernels that are not translation invariant, e.g., ai = 1

i! , φi(x) = xi and
k(x, y) = exy. We now consider concrete examples of covariance kernels and provide interpretations
of the result in Proposition ??. We let φi(x) = cos(iπx), x ∈ [0, 1].

Example (Fourier basis). Suppose ψm = cos(ωmπ·) where ωm = am+ b for some a, b ∈ R such that
ωm /∈ Z and m ∈ N. Let bm . m−(1+δ), for some δ > 0. In fact, one can assume without loss of
generality that ωm > 0 for all m ∈ {1, 2, 3, . . .} or equivalently a > 0. Then by Lemma A.7, we
have

θmi = 〈ψm, φi〉

=

∫
cos(ωmπx) cos(iπx)dx

=
iπ

(iπ)2 − ω2
mπ

2
cos(πωm) sin(iπ)− ωmπ

(iπ)2 − ω2
mπ

2
sin(πωm) cos(iπ)

=
πωm

π2ω2
m − (iπ)2

sin(πωm)(−1)i.

Furthermore,

ηij =
∑
m

bmθmiθmj =
1

π2

∑
m

bm
ωm

ω2
m − i2

ωm
ω2
m − j2

sin2(πωm)(−1)i+j

(∗)
.(ij)−min(1, δ+1

2 ), (4.1)

where (∗) is proved in Appendix B. This implies that τj . j−min(δ+1,2) and supj |τj | <∞. Hence,

the inclusion R(T 1/2(T 1/2CT 1/2)) ⊂ H̃ ⊂ H, follows from Proposition ??, where H̃ consists of
functions with a degree of smoothness that is by an amount min

(
1, 1+δ2

)
higher than that of the

functions in H.

Remark 4.3. The covariance function of a standard Brownian motion is c(x, y) = min(x, y). It is well
known that the eigenvalues and eigenfunctions are bm = 1

π2(m− 1
2
)2

and ψm(x) =
√

2 sin
(
π(m− 1

2)x
)
.

From the above example, it then follows that the space R(T 1/2(T 1/2CT 1/2)) consists of functions
that are at least one degree smoother than the functions in H.

Example (Haar wavelet basis). Let ψm be the Haar-wavelet basis function given by

ψ2j+`−1(x) =


+2

j
2 , for x ∈

[
`−1
2j
, `−1/2

2j

]
−2

j
2 , for x ∈

[
`−1/2
2j

, `
2j

]
0, otherwise.

(4.2)
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In this case, |ηij | = |
∑

m bmθmiθmj | ≤
∑

m bm|θmi||θmj | with

θmi =

∫ 1

0
ψm(x) cos(iπx)dx ≤ 4

iπ
2blog2mc/2,

which follows from Lemma A.8. Therefore,

|ηij | ≤
∑
m

bm
16

ijπ2
2blog2mc ≤ 16

ijπ2

∑
m

bm2log2m =
16

ijπ4

∑
m

bmm.

Hence, we have

η2ij ≤
256

(ij)2π4

(∑
m

bmm

)2

and

τj =
∑
i

aiη
2
ij =

256

j2π4

(∑
m

bmm

)2∑
i

ai
i2

.
1

j2

for any choice of eigenvalues bm with
∑

m bmm < ∞. Therefore, R(T 1/2(T 1/2CT 1/2)) ⊂ H̃ ⊂ H,
where H̃ is an RKHS with one degree of smoothness more than that of H.

Remark 4.4. ? considered the spline kernel

k(x, y) = −1

3
[B4(x+ y) +B4(|x− y|)] , (4.3)

where B4 is the fourth Bernoulli polynomial. In this case, it can be shown that ai = 2/(iπ)4 and
φi(x) = cos(iπx), and H is an RKHS (in fact, a periodic Sobolev space) of twice differentiable
functions which are square integrable on [0, 1]. For this choice of ai, H̃ is the space of thrice
differentiable functions which are square integrable on [0, 1] for the covariance functions considered
in Remark ?? and Example ??.

5 Consequences for prediction error in functional linear models

In this section, we investigate the prediction error for the linear predictor 〈X,β∗〉, which is identical
to 〈X, β̃∗〉 in the setting of a functional linear model where β̃∗ = β∗. The prediction error in
functional linear models was studied previously in ?, which showed that a reasonable proxy is
‖C1/2(β̂ − β∗)‖, which they analyzed without invoking a commutativity requirement between T
and C, but under the assumption that β∗ ∈ H. In the following, we generalize this result as follows.
First, in Theorem ?? (proved in Section ??), we present a master theorem for the prediction error
that does not rely on the assumption β∗ ∈ H. We specialize this result to non-commutative
and commutative settings in Theorems ?? (proved in Section ??) and ?? (proved in Section ??),
respectively, wherein the non-commutative setting recovers the result of ?, while the commutative
setting addresses the scenario of β∗ ∈ L2(S)\H.

Theorem 5.1 (Master theorem for prediction). Let ‖T−αβ∗‖ < ∞ for α ∈ (0, 1/2], i.e., β̃∗ ∈
R (Tα). Let Θ, d(λ) be as defined in (??), and N(λ) be as defined in (??). Then for δ, n and λ
satisfying the conditions in (??), with probability at least 1− 3δ, we have

‖C1/2(β̂ − β∗)‖2 .p
σ2N(λ)

nδ
+ λ2‖T−αβ∗‖2 ‖Θ‖trace(Θ)

n

+ ‖C1/2T (CT + λI)−1Cβ∗ − C1/2β∗‖2.
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We now present a specialization of the above result when T and C are not commuting and
α = 1/2.

Theorem 5.2 (Prediction for noncommutative operators). Suppose β∗ ∈ R (T 1/2). Let (ζi)i∈N
denote the eigenvalues of T 1/2CT 1/2 with i−b . ζi . i−b, for some b > 1. Then, for

λ = n
− b
1+b , we have ‖C1/2(β̂ − β∗)‖ .p n

− b
1+b . (5.1)

Compared to Theorem ??, Theorem ?? requires only the weaker assumption that β∗ ∈ R (T 1/2)
instead of β∗ ∈ R (T 1/2(T 1/2CT 1/2)ν), for some ν ∈ (0, 1]. This is because the prediction error is
a weaker notion than the estimation error. The rate obtained in (??) was shown to be minimax
optimal in ?.

The following result is another specialization of Theorem ??, where β∗ is relaxed to lie outside
H but T and C are assumed to commute. Thus compared to Theorem ??, Theorem ?? considers
the alternate setting with a weaker assumption on β∗ and a stronger assumption on T and C.

Theorem 5.3 (Prediction for commutative operators). Let ‖T−αβ∗‖ <∞ for α ∈ (0, 1/2]. Suppose
the operators T and C commute and have simple eigenvalues (i.e., of multiplicity one) denoted by
µi and ξi for i ∈ N, such that for some t > 1 and c > 1, they satisfy the condition in (??). Then,
by setting λ as in (??), we obtain

‖C1/2(β̂ − β∗)‖ .p n
− 2αt+c

1+c+2t(1−α) . (5.2)

The above result extends the results of ? to the case where β∗ does not necessarily lie in the
RKHS H. When α = 1/2, we recover the corresponding result from ?, which matches with (??).

6 Numerical simulations

In this section, using numerical simulations, we examine the robustness of the proposed method for
non-Gaussian predictors while validating the presented theoretical results for Gaussian predictors.
To this end, we let ε ∼ N(0, 1) in (??) and follow the setup in ? and ? for β∗(t) and X(t), wherein
β∗(t) :=

∑50
j=1 4(−1)(k+1)k−2φk(t) with φ1(t) ≡ 1 and φk+1(t) =

√
2 cos(kπ t), t ∈ [0, 1], for k ≥ 1,

and X(t) =
∑50

k=1(−1)(k+1)k−2Zkφk(t), with Zk being one of the following:

• Gaussian: Zk ∼ N(0, 1) which leads to Gaussian process predictors, satisfying our assumptions.
• Non-Gaussian: Zk ∼ unif[−3, 3], which does not satisfy our assumptions.

Following ?, we consider four choices for the link function: (i) linear, (ii) g1(u) = g(u) = 3u +
10 sin(u), (iii) g2(u) = g(u) =

√
2u + 4 exp(−2u2), and (iv) logistic, and following ?, the kernel is

chosen to be the one defined in (??). Using the above, our estimator is constructed as described
in the paragraph below (??). In the construction of the kernel matrix, we select a grid size of
100 to approximate the integral over S = [0, 1]. Since our main focus is to compare the estimated
direction to the true direction without explicitly providing consideration to ϑg,β∗ , we consider the

cosine distance between the estimator and the truth, defined as 1− ‖β̂‖−1‖β∗‖−1〈β̂(t), β∗(t)〉 as a
measure of the quality of estimation. Finally, since our main purpose is only to demonstrate the
robustness of the proposed approach to any deviations from the assumptions, we set the tuning
parameter manually to the best-performing one.

In Figure ??, we show the cosine distance averaged over 1000 simulations. From the results, the
following two observations that support our methodology and theory can be made. First, note that
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Figure 1: Cosine distance versus sample size: The figure on the left corresponds to the case of
Gaussian predictors and figure on the right correspond to the case of uniform predictors.

despite the true model being not necessarily a linear model, the linear estimator succeeds in esti-
mating the direction. Second, although our methodology and theoretical results are derived under
the Gaussian process assumption, the proposed approach works equally well with non-Gaussian
predictors. ? used a non-Gaussian version of finite-dimensional Stein’s identity to explain this
observation for the Euclidean setting. In the infinite-dimensional setting, non-Gaussian Stein’s
identities are not well explored. Deriving such results and providing theoretical support for this
empirical observation are left as intriguing future work.

7 Proofs

In this section, we provide the proof of the results of Sections ??-?? with technical results being
relegated to the supplement (?).

7.1 Proof of Theorem ??

The proof proceeds by first decomposing ‖β̂− β̃∗‖ into several terms which are subsequently upper-
bounded individually. Recall Ĉ := 1

n

∑n
i=1Xi ⊗Xi and R̂ := 1

n

∑n
i=1 YiXi. Define

A := I∗CI, Â := I∗ĈI, B = I∗I, and

βλ = [A+ λI]−1 I∗E[Y X] = [A+ λI]−1 I∗Cβ̃∗, (7.1)

where the last equality in βλ follows from Stein’s identity. By the definition of βλ in (??), we have

β̂ − βλ = (Â+ λI)−1
[
I∗R̂− (Â+ λI)βλ

]
= (Â+ λI)−1

[
I∗R̂− Âβλ − λβλ

]
= (Â+ λI)−1

[
I∗R̂− Âβλ +Aβλ − I∗Cβ̃∗

]
= (Â+ λI)−1

[
I∗R̂− I∗ĈIβλ + I∗CIβλ − I∗Cβ̃∗

]
= (Â+ λI)−1

[
I∗R̂− I∗Ĉβ̃∗ + I∗Ĉβ̃∗ + I∗CIβλ − I∗Cβ̃∗ − I∗ĈIβλ

]
= (Â+ λI)−1

[
I∗R̂− I∗Ĉβ̃∗ + I∗(C − Ĉ)(Iβλ − β̃∗)

]
.

16



Based on the above identity, we then have

‖β̂ − β̃∗‖ = ‖Iβ̂ − β̃∗‖ =
∥∥∥I(β̂ − βλ) + Iβλ − β̃∗

∥∥∥
≤ ‖I(β̂ − βλ)‖+ ‖Iβλ − β̃∗‖ = ‖B1/2(β̂ − βλ)‖H + ‖Iβλ − β̃∗‖

=
∥∥∥B1/2(Â+ λI)−1

[
I∗R̂− I∗Ĉβ̃∗ + I∗(C − Ĉ)(Iβλ − β̃∗)

]∥∥∥
H

+ ‖Iβλ − β̃∗‖.

Since

B1/2(Â+ λI)−1
[
I∗R̂− I∗Ĉβ̃∗ + I∗(C − Ĉ)(Iβλ − β̃∗)

]
= B1/2(A+ λI)−1/2(A+ λI)1/2(Â+ λI)−1/2(Â+ λI)−1/2(A+ λI)1/2

· (A+ λI)−1/2
[
I∗R̂− I∗Ĉβ̃∗ + I∗(C − Ĉ)(Iβλ − β̃∗)

]
we obtain ∥∥∥B1/2(Â+ λI)−1

[
I∗R̂− I∗Ĉβ̃∗ + I∗(C − Ĉ)(Iβλ − β̃∗)

]∥∥∥
H

≤ ‖B1/2(A+ λI)−1/2‖ · ‖(A+ λI)1/2(Â+ λI)−1/2‖
· ‖(Â+ λI)−1/2(A+ λI)1/2‖

·
∥∥∥(A+ λI)−1/2

[
I∗R̂− I∗Ĉβ̃∗ + I∗(C − Ĉ)(Iβλ − β̃∗)

]∥∥∥
H
,

therefore resulting in

‖β̂ − β̃∗‖ ≤ ‖B1/2(A+ λI)−1/2‖︸ ︷︷ ︸
Term 1

· ‖(A+ λI)1/2(Â+ λI)−1/2‖︸ ︷︷ ︸
Term 2

· ‖(Â+ λI)−1/2(A+ λI)1/2‖︸ ︷︷ ︸
Term 3

·

∥∥∥(A+ λI)−1/2
[
I∗R̂− I∗Ĉβ̃∗

]∥∥∥
H︸ ︷︷ ︸

Term 4

+
∥∥∥(A+ λI)−1/2I∗(C − Ĉ)(Iβλ − β̃∗)

∥∥∥
H︸ ︷︷ ︸

Term 5

+ ‖Iβλ − β̃∗‖︸ ︷︷ ︸
Term 6

. (7.2)

Bounding Term 1

‖B1/2(A+ λI)−1/2‖2 = ‖(A+ λI)−1/2B(A+ λI)−1/2‖ = ‖B1/2(A+ λI)−1B1/2‖
= ‖(A+ λI)−1/2B1/2‖2 ≤ ‖(A+ λI)−1B‖ = ‖(I∗CI + λI)−1I∗I‖
= ‖I∗(CT + λ)−1I‖ = ‖I∗T−1/2(T 1/2CT 1/2 + λI)−1T 1/2I‖
(∗)
= ‖I∗T 1/2(Λ + λI)−1T−1/2II∗T−1/2(Λ + λI)−1T 1/2I‖1/2

= ‖I∗T 1/2(T 1/2CT 1/2 + λI)−2T 1/2I‖1/2

= ‖(T 1/2CT 1/2 + λI)−1T 1/2TT 1/2(T 1/2CT 1/2 + λI)−1‖1/2

= ‖(T 1/2CT 1/2 + λI)−1T 2(T 1/2CT 1/2 + λI)−1‖1/2

= ‖T (T 1/2CT 1/2 + λI)−2T‖1/2,
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where Λ := T 1/2CT 1/2 in (∗) and the only step with the inequality in the above sequence of
calculations, follows from Cordes’ inequality (?). Hence, we have

‖B1/2(A+ λI)−1/2‖ ≤ ‖T (T 1/2CT 1/2 + λI)−2T‖1/4. (7.3)

Bounding Term 2 and Term 3:

First note that

‖(A+ λI)1/2(Â+ λI)−1/2‖2 = ‖(Â+ λI)−1/2(A+ λI)(Â+ λI)−1/2‖
= ‖(A+ λI)1/2(Â+ λI)−1(A+ λ)1/2‖ = ‖(Â+ λI)−1/2(A+ λI)1/2‖2,

which implies that Term 2 = Term 3. Next, note that

‖(A+ λI)1/2(Â+ λI)−1/2‖2 = ‖(A+ λI)1/2(Â+ λI)−1(A+ λ)1/2‖

=

∥∥∥∥[I − (A+ λI)−1/2(A− Â)(A+ λI)−1/2
]−1∥∥∥∥ ≤ 1

1−
∥∥∥(A+ λI)−1/2(A− Â)(A+ λI)−1/2

∥∥∥ .
Define

Σ := (A+ λI)−1/2A(A+ λI)−1/2 = (A+ λI)−1/2I∗CI(A+ λI)−1/2

= E
[
(A+ λI)−1/2I∗(X ⊗X)I(A+ λI)−1/2

]
,

and

Σ̂ := (A+ λI)−1/2Â(A+ λI)−1/2 = (A+ λI)−1/2I∗ĈI(A+ λI)−1/2

=
1

n

n∑
i=1

(A+ λI)−1/2I∗(Xi ⊗Xi)I(A+ λI)−1/2.

This yields ‖(A+ λI)−1/2(A− Â)(A+ λI)−1/2‖ = ‖Σ̂− Σ‖. Therefore by Theorem A.3, for any

n ≥ (r(Σ) ∨ τ) and τ ≥ 1, (7.4)

with probability at least 1− e−τ , we have

‖Σ̂− Σ‖ ≤ K1‖Σ‖
√
r(Σ) +

√
τ√

n
≤ K1

√
r(Σ) +

√
τ√

n
, (7.5)

where K1 is a universal constant and we used ‖Σ‖ = ‖(A + λI)−1/2A(A + λI)−1/2‖ ≤ 1. The
effective rank r(Σ) satisfies

r(Σ) ≤ trace(Σ)

‖Σ‖
=

trace((A+ λI)−1/2A(A+ λI)−1/2)

‖(A+ λI)−1/2A(A+ λI)−1/2‖
=

trace((A+ λI)−1A)

supi

[
λi(A)

λ+λi(A)

] ,

with λi(A) denoting the ith eigenvalue of operator A. Observe that

trace((A+ λI)−1A) ≤ ‖(A+ λI)−1‖trace(A) ≤ trace(A)

λ
.
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Furthermore,

sup
i

[
λi(A)

λ+ λi(A)

]
≥ supi λi(A)

λ+ ‖A‖
=

‖A‖
λ+ ‖A‖

.

Hence,

r(Σ) ≤
(
λ+ ‖A‖
‖A‖

)
trace(A)

λ
≤
(

1 +
λ

‖A‖

)
trace(A)

λ
=

(
1

λ
+

1

‖A‖

)
trace(A) ≤ 2trace(A)

λ
, (7.6)

where the last inequality holds since λ ≤ ‖A‖. Using (??) in (??), we obtain that with probability
at least 1− e−τ ,

‖Σ̂− Σ‖ ≤ K1

(√
2trace(A)

λn
+

√
τ

n

)
≤ 1

2

if

λ ≥ 32K2
1 trace(A)

n
and n ≥ 16τK2

1 . (7.7)

Combining (??) and (??), we see that we require τ ≥ 1, n ≥ τ and n ≥ r(Σ), which are satisfied
as long as n ≥ 2trace(A)/λ or equivalently λ ≥ 2trace(A)/n. Finally, note that we have

trace(A) = trace(I∗CI) = trace(CT ) = trace(T 1/2CT 1/2),

and

‖A‖ = ‖I∗CI‖ = ‖C1/2TC1/2‖ = ‖T 1/2CT 1/2‖.

Hence, as long as

(2 ∨ 32K2
1 )

trace(T 1/2CT 1/2)

n
≤ λ ≤ ‖T 1/2CT 1/2‖,

δ ≤ 1

e
and n ≥ (1 ∨ 16K2

1 ) ln

(
1

δ

)
, (7.8)

we have with probability at least 1− δ, ‖Σ̂− Σ‖ ≤ 1/2. Hence under the conditions in (??),

‖(A+ λI)1/2(Â+ λI)−1/2‖ ≤
√

1

1− ‖Σ̂− Σ‖
≤
√

2. (7.9)

Bounding Term 4

Define Zi := (A+ λI)−1/2
[
I∗YiXi − I∗(Xi ⊗Xi)β̃

∗
]

so that

E[Zi] = (A+ λI)−1/2
[
I∗E[Y X]− I∗Cβ̃∗

]
= 0.

By Chebyshev’s inequality for Hilbert-valued random variables (see Lemma A.2), with probability
at least 1− δ, we have

∥∥∥(A+ λI)−1/2
[
I∗R̂− I∗Ĉβ̃∗

]∥∥∥
H
≤

√√√√√E
[∥∥∥(A+ λI)−1/2

[
I∗Y X − I∗(X ⊗X)β̃∗

]∥∥∥2
H

]
nδ

, (7.10)
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where

E
[∥∥∥(A+ λI)−1/2

[
I∗Y X − I∗(X ⊗X)β̃∗

]∥∥∥2
H

]
= E

[∥∥∥(A+ λI)−1/2
[
I∗(Y − 〈X, β̃∗〉)X

]∥∥∥2
H

]
= E

[
(Y − 〈X, β̃∗〉)2

∥∥∥(A+ λI)−1/2I∗X
∥∥∥2
H

]
= E

[
(Y − 〈X, β̃∗〉)2

〈
(A+ λI)−1/2I∗X, (A+ λI)−1/2I∗X

〉
H

]
= E

[
(Y − 〈X, β̃∗〉)2trace

(
(A+ λI)−1I∗(X ⊗X)I

)]
= E

[(
Y − g(〈X, β̃∗〉) + g(〈X, β̃∗〉)− 〈X, β̃∗〉

)2
trace

(
(A+ λI)−1I∗(X ⊗X)I

) ]
≤ 2E

[{
ε2 + (g(〈X, β̃∗〉)− 〈X, β̃∗〉)2

}
trace

(
(A+ λI)−1I∗(X ⊗X)I

)]
= 2E[ε2]E

[
trace

(
(A+ λI)−1I∗(X ⊗X)I

)]
+ 2E

[
(g(〈X, β̃∗〉)− 〈X, β̃∗〉)2trace

(
(A+ λI)−1I∗(X ⊗X)I

)]
= 2E[ε2]trace

(
(A+ λI)−1I∗CI

)
+ 2E

[
(g(〈X, β̃∗〉)− 〈X, β̃∗〉)2trace

(
(A+ λI)−1I∗(X ⊗X)I

)]
≤ 2σ2trace

(
(A+ λI)−1A

)
+ 2
√
κ
√
E [trace2 ((A+ λI)−1I∗(X ⊗X)I)], (7.11)

where we recall that κ is defined in (??). Recalling the definition of N(λ) from (??), we have

trace
(
(A+ λI)−1A

)
= trace

(
(I∗CI + λI)−1I∗CI

)
= trace

(
I∗(CII∗ + λI)−1CI

)
= trace

(
T (CT + λI)−1C

)
= trace

(
CT (CT + λI)−1

)
= trace

(
CT 1/2(CT 1/2 + λT−1/2)−1

)
= trace

(
T 1/2CT 1/2(T 1/2CT 1/2 + λI)−1

)
= N(λ).

Furthermore,

trace
(
(A+ λI)−1I∗(X ⊗X)I

)
= trace

(
I(A+ λI)−1I∗(X ⊗X)

)
= trace

(
I(I∗CI + λI)−1I∗(X ⊗X)

)
= trace

(
II∗(CII∗ + λI)−1(X ⊗X)

)
= trace

(
T (CT + λI)−1(X ⊗X)

)
= trace

(
T 1/2(T 1/2CT 1/2 + λI)−1T 1/2(X ⊗X)

)
=
〈
X,T 1/2(T 1/2CT 1/2 + λI)−1T 1/2X

〉
.

Therefore,

E
[
trace2

(
(A+ λI)−1I∗(X ⊗X)I

)]
= E

[〈
X,T 1/2(T 1/2CT 1/2 + λI)−1T 1/2X

〉2]
(∗)
≤ 3trace2

(
T 1/2(T 1/2CT 1/2 + λI)−1T 1/2C

)
≤ 4N2(λ), (7.12)

where (∗) follows from Lemma A.4. Combining (??) and (??) in (??), we obtain with probability
at least 1− δ, ∥∥∥(A+ λI)−1/2

[
I∗R̂− I∗Ĉβ̃∗

]∥∥∥
H
≤
√

(2σ2 + 4
√
κ)N(λ)

nδ
, (7.13)

under the assumption that trace(C1/2) <∞, as required by Lemma A.4.
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Bounding Term 5

Observe that∥∥∥(A+ λI)−1/2I∗(C − Ĉ)(Iβλ − β̃∗)
∥∥∥
H

= ‖(I∗CI + λI)−1/2I∗(C − Ĉ)(Iβλ − β̃∗)‖H
= ‖(I∗CI + λI)1/2(I∗CI + λI)−1I∗(C − Ĉ)(Iβλ − β̃∗)‖H
= ‖(I∗CI + λI)1/2I∗(CT + λ)−1(C − Ĉ)(Iβλ − β̃∗))‖H

=
∥∥∥(I∗CI + λI)1/2I∗(CT + λI)−1(C − Ĉ)

(
I(I∗CI + λI)−1I∗Cβ̃∗ − β̃∗

)∥∥∥
H

=
∥∥∥(I∗CI + λI)1/2I∗(CT + λI)−1(C − Ĉ)

(
(TC + λI)−1TCβ̃∗ − β̃∗

)∥∥∥
H

=
∥∥∥(I∗CI + λI)1/2I∗(CT + λ)−1(C − Ĉ)(TC + λI)−1

(
TCβ̃∗ − (TC + λI)β̃∗

)∥∥∥
H

= λ
∥∥∥(I∗CI + λI)1/2I∗(CT + λI)−1(C − Ĉ)(TC + λI)−1β̃∗

∥∥∥
H

≤ λ ‖I∗CI + λI‖1/2
∥∥∥I∗(CT + λI)−1(C − Ĉ)(TC + λI)−1β̃∗

∥∥∥
≤ λ

(∥∥∥T 1/2CT 1/2
∥∥∥1/2 +

√
λ

)∥∥∥T 1/2(CT + λ)−1(C − Ĉ)(TC + λI)−1β̃∗
∥∥∥

= λ
∥∥∥T 1/2−αTα(CT + λI)−1(C − Ĉ)(TC + λI)−1TαT−αβ̃∗

∥∥∥(∥∥∥T 1/2CT 1/2
∥∥∥1/2 +

√
λ

)
≤ λ‖T‖1/2−α‖Tα(CT + λI)−1(C − Ĉ)(TC + λI)−1Tα‖‖T−αβ̃∗‖

(∥∥∥T 1/2CT 1/2
∥∥∥1/2 +

√
λ

)
,

where 0 < α ≤ 1
2 . Now, recalling the definition of Θ from (??), and defining

Θ̂ :=
1

n

n∑
i=1

Tα(CT + λI)−1(Xi ⊗Xi)(TC + λI)−1Tα,

we immediately have ‖Tα(CT + λI)−1(C − Ĉ)(TC + λI)−1Tα‖ = ‖Θ̂ − Θ‖. Hence, by Theorem
A.3, we have with probability at least 1− e−τ ,

‖Θ̂−Θ‖ ≤ K2‖Θ‖
√
r(Θ) +

√
τ√

n
,

for τ ≥ 1 and n ≥ (r(Θ) ∨ τ), where K2 is a universal constant. In other words, recalling the
definition of d(λ) from (??), for δ ≤ 1/e, n ≥ d(λ), and d(λ) ≥ ln(1/δ), with probability at least
1− δ, we have

‖(A+ λI)−1/2I∗(C − Ĉ)(Iβλ − β̃∗)‖H

≤ K3

(∥∥∥T 1/2CT 1/2
∥∥∥1/2 +

√
λ

)
‖T‖1/2−α‖T−αβ̃∗‖λ‖Θ‖

√
d(λ)

n
, (7.14)

for some universal constant K3.

Bounding Term 6

Note that

‖Iβλ − β̃∗‖ = ‖(I(I∗CI + λI)−1I∗Cβ̃∗ − β̃∗‖ = ‖T (CT + λI)−1Cβ̃∗ − β̃∗‖. (7.15)

The claim in Theorem ??, immediately follows by combining (??), (??), (??), (??), (??) and (??).
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7.2 Proof of Theorem ??

The proof of Theorem ?? follows by carefully obtaining bounds on the individual terms in the
inequality (??) of the master theorem (Theorem ??). Since T and C commute and have simple
eigenvalues, they have the same eigenfunctions. Hence, recalling the definition of Ξ in (??), we
have

‖Ξ‖ =
∥∥∥T (T 1/2CT 1/2 + λI)−2T

∥∥∥
= sup

i

µ2i
(µiξi + λ)2

. sup
i

i−2t

(i−(t+c) + λ)2
=

[
sup
i

i−t

i−(t+c) + λ)

]2
≤
[
λ
t−(t+c)
t+c

]2
= λ

−−2ct+c , (7.16)

where the last inequality follows from Lemma A.6. Next, recalling the definition of N(λ) from (??)
we have

N(λ) = trace
[
(T 1/2CT 1/2 + λI)−1T 1/2CT 1/2

]
=
∑
i

µiξi
µiξi + λ

.
∑
i

i−(t+c)

i−(t+c) + λ
. λ

− 1
t+c , (7.17)

where the last inequality follows from Lemma A.5. Next, recalling the definition of Θ in (??), we
have

trace(Θ) = trace
(
Tα(CT + λI)−1C(TC + λI)−1Tα

)
=
∑
i

µ2αi ξi
(µiξi + λ)2

.
∑
i

i−(2αt+c)

(i−(t+c) + λ)2

. λ
−1+(t+c)2−(2αt+c)

t+c = λ
−1+c+2t(1−α)

t+c ,

where the last inequality follows from Lemma A.5. Next, we upper bound ‖Θ‖ as

‖Θ‖ = sup
i

µ2αi ξi
(µiξi + λ)2

. sup
i

i−(2αt+c)

(i−(t+c) + λ)2
=

[
sup
i

i−(αt+c/2)

i−(t+c) + λ

]2

≤
[
λ
αt+c/2−(t+c)

t+c

]2
= λ

2(α−1)t−c
t+c ,

where the last inequality follows from Lemma A.6. We also bound ‖Θ‖ from below as

‖Θ‖ = sup
i

µ2αi ξi
(µiξi + λ)2

≥ sup
i

µ2αi ξi

(‖T 1/2CT 1/2‖+ λ)2
=

‖TαCTα‖
(‖T 1/2CT 1/2‖+ λ)2

.

Hence, we have

‖Θ‖ . λ
−2(1−α)t+c

t+c and trace(Θ) . λ
−1+c+2t(1−α)

t+c , (7.18)

and (recalling the definition of d(λ) from (??))

d(λ) ≤ trace(Θ)

‖TαCTα‖
(‖T 1/2CT 1/2‖+ λ)2 . 4‖T 1/2CT 1/2‖2 λ−

1+c+2t(1−α)
t+c .
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Hence, the condition n & (d(λ) ∨ ln(1/δ)) is satisfied if n & ln(1/δ) and n & λ
−1+c+2t(1−α)

t+c or

equivalently λ & n
− t+c
1+c+2t(1−α) . Hence, the conditions on n and λ read as

n & ln(1/δ) and n
− t+c
1+c+2t(1−α) . λ ≤ ‖T 1/2CT 1/2‖. (7.19)

We now handle the bias term bias(λ). Denote by (ψi)i∈N, the eigenfunctions of the operator T .
Recall that the assumption β̃∗ ∈ R (Tα), for α ∈ (0, 1/2] implies that ∃h ∈ L2(S) such that
Tαh = β̃∗. Using this, we obtain

‖T (CT + λI)−1Cβ̃∗ − β̃∗‖ = ‖T (CT + λI)−1CTαh− Tαh‖ (7.20)

=

[∑
i

(
µ1+αi ξi
µiξi + λ

− µαi
)2

〈ψi, h〉2
]1/2

=

[∑
i

(
λµαi

µiξi + λ

)2

〈ψi, h〉2
]1/2

≤ λ sup
i

[
µαi

µiξi + λ

]
‖h‖ . λ sup

i

[
i−αt

i−(t+c) + λ

]
‖T−αβ̃∗‖

. λλ
αt−t−c
t+c ‖T−αβ̃∗‖ = λ

αt
t+c ‖T−αβ̃∗‖,

where the last inequality follows from Lemma A.6. Combining (??)–(??), we obtain

‖β̂ − β̃∗‖

. λ
− 2c
4(t+c)

λ− 1
2(t+c)

√
n

+
λ(1 +

√
λ)λ

−2(1−α)t+c
2(t+c) λ

−1+c+2t(1−α)
2(t+c)

√
n

+ λ
αt
t+c

. λ
− 2c
4(t+c)

λ
− 1
2(t+c)

√
n︸ ︷︷ ︸
p

+
λ
−1+2t(1−2α)

2(t+c)

√
n︸ ︷︷ ︸
q

+ λ
αt
t+c ,

as
√
λ = o(1) as λ→ 0. Also p = o(q) as λ→ 0. Therefore, we obtain

‖β̂ − β̃∗‖ . λ
− c
2(t+c)λ

−1+2t(1−2α)
2(t+c)

√
n

+ λ
αt
t+c =

λ
−1+c+2t(1−2α)

2(t+c)

√
n

+ λ
αt
t+c .

Hence, by picking λ as in (??) (which satisfies the condition on λ in (??)), we obtain the claim
in (??).

7.3 Proof of Theorem ??

We now prove Theorem ?? by carefully upper bounding the terms in Theorem ?? under the
assumptions of Theorem ??. By recalling the definition of Ξ from (??), we have

‖Ξ‖1/4 ≤ ‖T‖1/2
∥∥∥(T 1/2CT 1/2 + λI)−1

∥∥∥1/2 . 1√
λ
. (7.21)

Next, recalling the definition of N(λ) from (??), we have

N(λ) = trace
[
(T 1/2CT 1/2 + λI)−1T 1/2CT 1/2

]
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=
∑
i

ζi
ζi + λ

.
∑
i

i−b

i−b + λ
. λ−

1
b , (7.22)

where the last inequality follows from Lemma A.5. Since

β̃∗ ∈ R (T 1/2(T 1/2CT 1/2)ν) ⊂ R (T 1/2),

we have α = 1
2 . Therefore, it follows from (??) that

trace(Θ) = trace
(
T 1/2(CT + λI)−1C(TC + λI)−1T 1/2

)
(∗)
= trace

(
T 1/2T−1/2(Λ + λI)−1Λ(Λ + λI)−1T−1/2T 1/2

)
= trace

(
T 1/2CT 1/2(T 1/2CT 1/2 + λ)−2

)
=
∑
i

ζi
(ζi + λ)2

.
∑
i

i−b

(i−b + λ)2
. λ−

1+b
b , (7.23)

where the last inequality follows from Lemma A.5 and Λ := T 1/2CT 1/2 in (∗). Furthermore, we
have the following upper bound on ‖Θ‖ as

‖Θ‖ =
∥∥∥T 1/2(CT + λI)−1C(TC + λI)−1T 1/2

∥∥∥
=
∥∥∥(T 1/2CT 1/2 + λI)−1(T 1/2CT 1/2)(T 1/2CT 1/2 + λI)−1

∥∥∥
= sup

i

ζi
(ζi + λ)2

. sup
i

i−b

(i−b + λ)2
=

[
sup
i

i−b/2

i−b + λ

]2
.

1

λ
, (7.24)

where the last inequality follows from Lemma A.6. We also have the following lower bound on ‖Θ‖
as

‖Θ‖ = sup
i

ζi
(ζi + λ)2

≥ ‖T 1/2CT 1/2‖
(‖T 1/2CT 1/2‖+ λ)2

. (7.25)

Hence, recalling the definition of d(λ) from (??) and the fact that λ ≤ ‖T 1/2CT 1/2‖, we have

d(λ) ≤ λ−
(1+b)
b

‖T 1/2CT 1/2‖

(
‖T 1/2CT 1/2‖+ λ

)2
≤ 4‖T 1/2CT 1/2‖λ−

1+b
b . λ−

1+b
b .

Therefore, the condition n & (d(λ) ∨ ln(1/δ)) is satisfied if n & ln(1/δ) and n & λ−
1+b
b or equiva-

lently λ & n
− b
1+b . Hence, the conditions on n and λ read as

n & ln(1/δ) and n
− b
1+b . λ ≤ ‖T 1/2CT 1/2‖.

Finally to handle the bias term, the assumption β̃∗ ∈ R (T 1/2(T 1/2CT 1/2)ν), for ν ∈ (0, 1] implies
that ∃h ∈ L2(S) such that T 1/2(T 1/2CT 1/2)νh ∈ β̃∗. Therefore, we have

‖T (CT + λI)−1Cβ̃∗ − β̃∗‖
(∗)
= ‖T 1/2(Λ + λI)−1ΛΛνh− T 1/2Λνh‖
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≤ ‖T‖1/2
∥∥∥(T 1/2CT 1/2 + λI)−1(T 1/2CT 1/2)ν+1h− (T 1/2CT 1/2)νh

∥∥∥
≤ ‖T‖1/2 sup

i

∣∣∣∣ ζ1+νi

ζi + λ
− ζνi

∣∣∣∣ ‖h‖ . λ sup
i

[
i−bν

i−b + λ

]
. λλ

bν−b
b = λν , (7.26)

where Λ := T 1/2CT 1/2 in (∗). By combining the bounds in (??)–(??), we obtain

‖β̂ − β̃∗‖ . 1√
λ

λ− 1
2b
√
n

+
λ(1 +

√
λ)λ−1/2λ−

1+b
2b

√
n

+ λν ≤ λ
−
(
1
2+

1
2b

)
√
n

+ λν .

Thus, by setting λ as in (??), we obtain the claim in (??).

7.4 Proof of Theorem ??

We prove Theorem ?? by obtaining a better bound on bias(λ) under the assumptions in Theo-
rem ??. Define Λ := T 1/2CT 1/2. The assumption that β̃∗ ∈ R (T 1/2Λν) implies that ∃h ∈ L2(S)
such that T 1/2Λνh = β̃∗. Hence, we have

bias(λ) = ‖T (CT + λI)−1Cβ̃∗ − β̃∗‖ =
∥∥∥T 1/2(Λ + λI)−1Λ1+νh− T 1/2Λνh

∥∥∥
=

∥∥∥∥∥T 1/2
∑
i

ζ1+νi

ζi + λ
〈φi, h〉φi − T 1/2

∑
i

ζνi 〈φi, h〉φi

∥∥∥∥∥ =

∥∥∥∥∥∑
i

(
ζ1+νi

ζi + λ
− ζνi

)
〈φi, h〉T 1/2φi

∥∥∥∥∥
= λ

∥∥∥∥∥∑
i

ζνi
ζi + λ

〈φi, h〉T 1/2φi

∥∥∥∥∥ = λ

∥∥∥∥∥∥
∑
i

ζνi
ζi + λ

〈φi, h〉
∑
j

√
µj〈φi, ψj〉ψj

∥∥∥∥∥∥
= λ

∥∥∥∥∥∥
∑
j

√
µj

[∑
i

ζνi
ζi + λ

〈φi, h〉〈φi, ψj〉

]
ψj

∥∥∥∥∥∥ = λ

∑
j

µj

[∑
i

ζνi
ζi + λ

〈φi, h〉〈φi, ψj〉

]2
1/2

= λ

∑
i

∑
`

∑
j

µj〈φi, ψj〉〈φ`, ψj〉〈φi, h〉〈φ`, h〉
ζνi

ζi + λ

ζν`
ζ` + λ


1/2

= λ

∑
i

∑
`

 ζνi ζ
ν
`

(ζi + λ)(ζ` + λ)

∑
j

µj〈φi, ψj〉〈φ`, ψj〉

 〈φi, h〉〈φ`, h〉


1/2

≤ λ


∑

i

∑
`

[
ζνi ζ

ν
`

(ζi + λ)(ζ` + λ)

]2 ∑
j

µj〈φi, ψj〉〈φ`, ψj〉

2
1/2{∑

i

∑
`

〈φi, h〉2〈φ`, h〉2
}1/2


1/2

≤ λ‖h‖

∑
i,`

[
ζνi ζ

ν
`

(ζi + λ)(ζ` + λ)

]2 ∑
j

µj〈φi, ψj〉〈φ`, ψj〉

2
1/4

= λ‖h‖

∑
i,`

[
ζνi ζ

ν
`

√
µiµ`

(ζi + λ)(ζ` + λ)

]2 ∑
j

µj√
µiµ`
〈φi, ψj〉〈φ`, ψj〉

2
1/4

≤ λ‖h‖

∑
i,`

[
ζνi ζ

ν
`

√
µiµ`

(ζi + λ)(ζ` + λ)

]21/4sup
i,l

∑
j

µj√
µiµ`
〈φi, ψj〉〈φ`, ψj〉

2
1/4
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= λ‖h‖

[∑
i

(
ζνi
√
µi

ζi + λ

)2
]1/2sup

i,`

1

µiµ`

∣∣∣∣∣∣
∑
j

µj〈φi, ψj〉〈φ`, ψj〉

∣∣∣∣∣∣
2

1/4

(∗)
. λ‖h‖

[∑
i

(
ζνi
√
µi

ζi + λ

)2
]1/2

. λ‖h‖

[∑
i

i−(2bν+t)

(i−b + λ)2

]1/2
(∗∗)
. λ · λ−(1+2b−2bν−t)/2b‖h‖,

where (∗) follows from the assumption in (??) and (∗∗) from Lemma A.5 when b ≥ 2bν + t and
2b ≥ 2bν + t, i.e., ν ≤ 1

2 −
t
2b . Therefore,

bias(λ) = ‖T (CT + λ)−1Cβ̃∗ − β̃∗‖ . λ
2bν+t−1

2b ‖h‖. (7.27)

Combining the bounds in (??)–(??) from the proof of Theorem ?? and (??), we obtain

‖β̂ − β̃∗‖ . λ−( 1
2
+ 1

2b)
√
n

+ λ
2bν+t−1

2b︸ ︷︷ ︸
p

.

Note that we have p = o(λν) as λ→ 0. Hence, by our choice of λ, the result follows.

7.5 Proof of Proposition ??

First note that k and c are positive definite kernels which follow from the form of k and c and
the assumption that ai ≥ 0 for all i and bm ≥ 0 for all m. Next, we note that we k(·, x) =∑

i aiφi(x)φi(·) ∈ H, and

〈f, k(·, x)〉H =
∑
i

fiai
ai

φi(x) = f(x), ∀x ∈ [0, 1],

implying H is an RKHS induced by the kernel k.
By considering the integral operator Tf =

∫ 1
0 k(·, x)f(x)dx, for f ∈ L2([0, 1]), we have

Tf =

∫ 1

0

∑
i

aiφi(x)f(x)φidx =
∑
i

ai

[∫ 1

0
φi(x)f(x)d(x)

]
φi =

∑
i

ai〈f, φi〉φi.

This implies Tφj =
∑

i ai〈φj , φi〉φi =
∑

i aiδijφi = ajφj , i.e., (ai, φi)i∈N form the pair of eigenvalues
and eigenfunctions of the operator T . Since

∑
i ai <∞ and ai ≥ 0, T is also a positive, trace-class

operator.
Since X is a mean-zero Gaussian process with covariance function

c(x, y) =
∑
m

bmψm(x)ψm(y),

it follows from the Karhunen-Loéve theorem that X has a representation of the form

X =
∑
m

√
bmzmψm,
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where zm ∼ N(0, 1). Furthermore, we have

C = E[X ⊗X] = E

[∑
m,s

√
bm
√
bszmzsψm ⊗ ψs

]
=
∑
m,s

√
bm
√
bsE[zmzs]ψm ⊗ ψs

=
∑
m,s

√
bm
√
bsδmsψm ⊗ ψs =

∑
m

bmψm ⊗ ψm.

This implies that Cψ` =
∑

m bmψm〈ψm, ψ`〉 = b`ψ`. Since bm ≥ 0 and
∑

m bm < ∞, C is also a
positive, trace-class operator with (bi, ψi)i∈N as eigenvalue-eigenfunction pairs.

We next characterize the space R(T 1/2(T 1/2CT 1/2)). Note that by functional calculus, we have
T 1/2 =

∑
i

√
aiφi ⊗ φi. Hence,

CT 1/2 =
∑
m,i

bm
√
ai〈ψm, φi〉ψm ⊗ φi =

∑
m,i

bm
√
aiθmiψm ⊗ φi

and

T 1/2CT 1/2 =

∑
j

√
ajφj ⊗ φj

∑
m,i

bm
√
aiθmiψm ⊗ φi


=
∑
i,j,m

√
aiajbmθmiθmjφj ⊗ φi

=
∑
i,j

√
aiaj

[∑
m

bmθmiθmj

]
φj ⊗ φi (7.28)

=
∑
ij

√
aiajηijφj ⊗ φi.

By a similar calculation, we obtain

T 1/2(T 1/2CT 1/2) =
∑
ij

aj
√
aiηijφj ⊗ φi.

Since

R(T 1/2(T 1/2CT 1/2)) =
{
f̃ ∈ L2([0, 1])|f̃ = T 1/2(T 1/2CT 1/2)h : h ∈ L2([0, 1])

}
,

for any function f̃ ∈ R(T 1/2(T 1/2CT 1/2)), we have f̃ = T 1/2(T 1/2CT 1/2)h for some h ∈ L2([0, 1]).
By defining hi := 〈h, φi〉 and βj :=

∑
i

√
aiηijhi, we have

f̃ =
∑
ij

aj
√
aiηijhiφj =

∑
i

ajβjφj .

We now show that f̃ ∈ H. Consider ‖f̃‖2H =
∑

j ajβ
2
j ≤ ‖h‖2

∑
j aj

∑
i aiη

2
ij , where

η2ij =

(∑
m

bmθmiθmj

)2

≤
∑
m

b2mθ
2
mi

∑
m

θ2mj = ‖φj‖2
∑
m

b2mθ
2
mi

=
∑
m

b2mθ
2
mi ≤

∑
m

b2m ≤
∑
m

bm.
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Hence, ‖f̃‖2H ≤ ‖h‖2 (
∑

m bm) (
∑

i ai)
2 <∞, which implies that we have R(T 1/2(T 1/2CT 1/2)) ⊂ H.

Next, we show that R(T 1/2(T 1/2CT 1/2)) ⊂ H̃. To this end, note that for any function f̃ ∈
R(T 1/2(T 1/2CT 1/2)), we have that f̃ =

∑
j ajβjφj , and by a similar calculation as above we have

that ‖f̃‖2H̃ <∞ where we used β2j ≤ ‖h‖2τj . Finally, since

∑
i

f2i
ai

=
∑
i

f2i τi
aiτi

≤ sup
i
τi
∑
i

f2i
aiτi

<∞.

it also follows that H̃ ⊂ H.

7.6 Proof of Theorem ??

Note that

‖C1/2(β̂ − β∗)‖ ≤ ‖C1/2(Iβ̂ − Iβλ)‖+ ‖C1/2(Iβλ − β∗)‖
= ‖(I∗CI)1/2(β̂ − βλ)‖H + ‖C1/2(Iβλ − β∗)‖.

By defining A := I∗CI and following the steps similar to the proof of Theorem ?? in bounding the
first term, we obtain

‖C1/2(β̂ − β̃∗)‖2 . ‖A1/2(A+ λI)−1/2‖2︸ ︷︷ ︸
Term 7

· (Term 2)2 · (Term 3)2

· [Term 4 + Term 5]2 + ‖C1/2(Iβλ − β∗)‖2︸ ︷︷ ︸
Term 8

.

We will now proceed with bounding Term 7 and Term 8. For Term 7, note that

‖A1/2(A+ λI)−1/2‖ ≤ 1.

To bound Term 8, note that

‖C1/2(Iβλ − β∗)‖ = ‖C1/2I(I∗CI + λI)−1I∗Cβ∗ − C1/2β∗‖
= ‖C1/2T (CT + λI)−1Cβ∗ − C1/2β∗‖.

The result therefore follows by combining the bounds on Term 7 and Term 8, along with the bounds
for Term 2 to Term 5 from the proof of Theorem ??.

7.7 Proof of Theorem ??

We first deal with the bias term. Since β∗ ∈ R (T 1/2), ∃h ∈ L2(S) such that β∗ = T 1/2h. Therefore,
we have

‖C1/2T (CT + λI)−1Cβ∗ − C1/2β∗‖
= ‖C1/2T 1/2(T 1/2CT 1/2 + λI)−1T 1/2CT 1/2h− C1/2T 1/2h‖

=
∥∥∥C1/2T 1/2

[
(T 1/2CT 1/2 + λI)−1T 1/2CT 1/2h− h

]∥∥∥
= ‖(T 1/2CT 1/2)1/2(T 1/2CT 1/2 + λI)−1T 1/2CT 1/2h− (T 1/2CT 1/2)1/2h‖

=

∑
i

(
ζ
3/2
i

ζi + λ
− ζ1/2i

)2

〈φi, h〉2
1/2

≤ λ‖h‖ sup
i

ζ
1/2
i

ζi + λ
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. λ‖h‖ sup
i

i−
b
2

i−b + λ
. λ‖h‖λ−1/2 =

√
λ‖h‖,

where the last inequality follows from Lemma A.6. Since α = 1/2, by using (??), (??) and (??)
respectively for bounding N(λ), trace(Θ) and ‖Θ‖, along with the above bound on the bias, we
obtain

‖C1/2(β̂ − β∗)‖2 . λ−
1
b

n
+ λ.

Hence, by setting λ as in (??), we obtain the claim in (??).

7.8 Proof of Theorem ??

We first bound the bias term. Since β∗ ∈ R (Tα), ∃h ∈ L2(S) such that β∗ = Tαh. Therefore, we
have

‖C1/2T (CT + λI)−1Cβ∗ − C1/2β∗‖
= ‖C1/2T (CT + λI)−1CTαh− C1/2Tαh‖
= ‖C1/2T 1/2(T 1/2CT 1/2 + λI)−1T 1/2CTαh− C1/2Tαh‖

=

∑
i

(
µ1+αi ξ

3/2
i

µiξi + λ
− ξ1/2i µαi

)2

〈φi, h〉2
1/2

≤ λ‖h‖ sup
i

ξ
1/2
i µαi

µiξi + λ
. λ‖h‖ sup

i

i−(αt+c/2)

i−(t+c) + λ

. λ‖h‖λ
αt+c/2−t−c

t+c = λ
αt+c/2
t+c ‖h‖,

where the last inequality follows from Lemma A.6. This upper bound on the bias, along with (??)
and (??) from the proof of Theorem ?? implies that

‖C1/2(β̂ − β∗)‖2 . λ
−1+2t(1−2α)

t+c

n
+ λ

2αt+c
t+c .

Thus by setting λ as in (??), we obtain the claim in (??).
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A Auxiliary results

In this section, we collect some technical results used to prove the main results.
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Theorem A.1 (??). Let H be a separable Hilbert space, with norm ‖ · ‖H and inner-product
〈·, ·〉H . Let H̃ be the completion with respect to ‖ · ‖H . Let p be a Gaussian measure on H̃.
Then, for any h ∈ H and for any once Fréchet-differentiable function f : H̃ → R, we have∫
H̃〈h, x〉H dp(x) =

∫
H̃〈∇f(x), h〉H dp(x), where ∇ represents the Fréchet derivative, as long as the

expectations are well-defined.

Lemma A.2 (Chebychev’s inequality for Hilbert-valued random variables). Let Zi ∈ H, for i =
1, . . . , n be i.i.d. Hilbert-valued random variables such that E[Zi] = 0. Then

P

(∥∥∥∥∥ 1

n

n∑
i=1

Zi

∥∥∥∥∥
H

≥
√

E‖Z1‖2H
nδ

)
≤ δ.

Proof. By Markov’s inequality, it is obvious that for any ε > 0

P

(∥∥∥∥∥ 1

n

n∑
i=1

Zi

∥∥∥∥∥
H

≥ ε

)
≤

E
∥∥ 1
n

∑n
i=1 Zi

∥∥2
H

ε2
.

By noting

E

∥∥∥∥∥ 1

n

n∑
i=1

Zi

∥∥∥∥∥
2

H

=
1

n2

n∑
i,j=1

E〈Zi, Zj〉H =
1

n2

n∑
i=1

E ‖Zi‖2H +
1

n2

n∑
i 6=j

E〈Zi, Zj〉H =
E‖Z1‖2H

n

and choosing ε =

√
E‖Z1‖2H
nδ yields the result.

Theorem A.3 (?). Let X1, . . . , Xn be i.i.d. centered Gaussian random variables in a separable
Hilbert space H with covariance operator Σ = E[X ⊗H X]. Let Σ̂ = 1

n

∑
i=1Xi ⊗H Xi be the

empirical covariance operator. Define

r(Σ) :=
(E‖X‖H)2

‖Σ‖op
.

Then for all τ ≥ 1 and n ≥ (r(Σ) ∨ τ), with probability at least 1− e−τ ,

‖Σ̂− Σ‖op ≤ K1‖Σ‖op
√
r(Σ) +

√
τ√

n
,

where K1 is a universal constant independent of Σ, τ and n.

Lemma A.4. For any bounded, self-adjoint positive operator Γ on L2(S),

E[〈X,ΓX〉2] ≤ 3trace2(ΓC),

assuming trace(C1/2) <∞ with C = E[X ⊗X].

Proof. First note that by the Karhunen-Loéve expansion, we have X =
∑

i xiϕi, where (ϕi)i∈N
and (λi)i∈N are the eigenfunctions and eigenvalues of C, and xi are independent Gaussian random
variables with E[x2i ] = λi. Hence, we have

E[〈X,ΓX〉2] = E

〈∑
i

xiϕi,
∑
j

xjΓϕj

〉2
 = E

∑
i,j

xixj〈ϕi,Γϕj〉

2
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(∗)
=
∑
i,j,k,`

E[xixjxkx`]〈ϕi,Γϕj〉〈ϕk,Γϕ`〉

=
∑
i

E[x4i ]〈ϕi,Γϕi〉2 +
∑
i 6=j

E[x2i ]E[x2j ]〈ϕi,Γϕi〉〈ϕj ,Γϕj〉

= 3
∑
i

λ2i 〈ϕi,Γϕi〉2 +

(∑
i

λi〈ϕi,Γϕi〉

)2

−
∑
i

λ2i 〈ϕi,Γϕi〉2

= 2
∑
i

λ2i 〈ϕi,Γϕi〉2 +

(∑
i

λi〈ϕi,Γϕi〉

)2

, (A.1)

where the exchange of expectation and summation in (∗) holds by Fubini’s theorem if∑
i,j,k,`

E|xixjxkx`||〈ϕi,Γϕj〉||〈ϕk,Γϕ`〉| <∞. (A.2)

We will later verify (??). Note that

trace(ΓC) = trace

(
Γ

(∑
i

λiϕi ⊗ ϕi

))

= trace

(∑
i

λi (Γϕi)⊗ ϕi

)
=
∑
i

λi〈ϕi,Γϕi〉. (A.3)

Furthermore, recall that the Hilbert-Schmidt norm of an operator A is defined as ‖A‖2HS :=∑
i ‖Aei‖2, where (ei)i∈N, is any orthonormal basis for L2(S). Hence, we have∥∥∥∥∥∑

i

λi〈ϕi,Γϕi〉 (ϕi ⊗ ϕi)

∥∥∥∥∥
2

HS

=

〈∑
i

λi〈ϕi,Γϕi〉 (ϕi ⊗ ϕi) ,
∑
j

λj〈ϕj ,Γϕj〉 (ϕj ⊗ ϕj)

〉
HS

=
∑
i,j

λiλj〈ϕi,Γϕi〉〈ϕj ,Γϕj〉 〈ϕi ⊗ ϕi, ϕj ⊗ ϕj〉HS

=
∑
i,j

λiλj〈ϕi,Γϕi〉〈ϕj ,Γϕj〉 〈ϕi, ϕj〉2 =
∑
i

λ2i 〈ϕi,Γϕi〉2.

This means

∑
i

λ2i 〈ϕi,Γϕi〉2 ≤ trace2

(∑
i

λi〈ϕi,Γϕi〉ϕi ⊗ ϕi

)
=

(∑
i

λi〈ϕi,Γϕi〉〈ϕi, ϕi〉

)2

=

(∑
i

λi〈ϕi,Γϕi〉

)2

= trace2 (ΓC) , (A.4)

Combining (??) and (??) in (??) yields the result. We will now verify (??). Note that∑
i,j,k,`

E|xixjxkx`||〈ϕi,Γϕj〉||〈ϕk,Γϕ`〉| ≤ ‖Γ‖2
∑
i,j,k,`

E|xixjxkx`|
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. ‖Γ‖2
∑

i

E[x4i ] +
∑
i 6=j

E[|xi|3]E[|xj |] +
∑
i 6=j

E[x2i ]E[x2j ]

+
∑

i 6=j 6=k 6=`
E[|xi|]E[|xj |]E[|xj |]E[|x`|]


≤ ‖Γ‖2

3
∑
i

λ2i +
4

π

∑
i 6=j

λ
3/2
i

√
λj +

∑
i 6=j

λiλj +
4

π2

(∑
i

√
λi

)4


. ‖Γ‖2
∑

i

λ2i +

(∑
i

λ
3/2
i

)∑
j

√
λj

+

(∑
i

λi

)2

+

(∑
i

√
λi

)4


< ∞,

which completes the proof.

Lemma A.5. For β ≥ α > 1, and γ ≥ α
β , we have∑

i∈N

i−α

(i−β + λ)γ
≤ λ−

1+βγ−α
β 2

1−αβ
∫ ∞
0

1

1 + yα
dy.

Proof. Note that∑
i∈N

i−α

(i−β + λ)γ
=
∑
i∈N

iγβ−α

(1 + λiβ)γ
≤
∫ ∞
0

xβγ−α

(1 + λxβ)γ
dx

=

∫ ∞
0

λ
− (βγ−α)

β yβγ−α

(1 + yβ)γ
λ−1/β dy = λ

− (1+βγ−α)
β

∫ ∞
0

yβγ−α

(1 + yβ)γ
dy,

where ∫ ∞
0

yβγ−α

(1 + yβ)γ
dy =

∫ ∞
0

y
β
(
γ−α

β

)
(1 + yβ)γ

dy =

∫ ∞
0

(
yβ

1 + yβ

)γ−α
β (

1 + yβ
)−α

β
dy

≤
∫ ∞
0

(1 + yβ)
−α
β dy (∵ γ ≥ α/β).

Therefore,∫ ∞
0

1

(1 + yβ)α/β
dy = 2−α/β

∫ ∞
0

(
1

2
+
yβ

2

)−α/β
dy ≤ 2−α/β

∫ ∞
0

(
1

2
+
yα

2

)−1
dy,

where the last inequality uses the fact that(
1

2
+
yβ

2

)α/β
≥
(

1

2
+
yα

2

)
by Jensen’s inequality, because the function f(x) = xα/β, x ∈ [0,∞) is concave for α ≤ β. Hence,
we have ∫ ∞

0

yβγ−α

(1 + yβ)γ
dy ≤ 2

1−α
β

∫ ∞
0

(1 + yα)−1 dy <∞

as long as α > 1.
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Lemma A.6. For any 0 ≤ α ≤ β,

sup
i∈N

[
i−α

i−β + λ

]
≤ λ

α−β
β .

Proof. Note that

sup
i∈N

[
i−α

i−β + λ

]
= sup

i∈N

[
iβ−α

1 + λiβ

]
≤ sup

x∈(0,∞)

xβ−α

1 + λxβ
= sup

t∈(0,∞)

(t/λ)
β−α
β

1 + t

= λ
α−β
β sup

t∈(0,∞)

t
β−α
β

1 + t
= λ

α−β
β sup

t∈(0,∞)

(
t

1 + t

)β−α
β 1

(1 + t)
1− (β−α)

β

≤ λ
α−β
β sup

t∈(0,∞)

1

(1 + t)α/β
= λ

α−β
β ,

which completes the proof.

Lemma A.7. ∫ 1

0
cos(ax) cos(bx)dx =

b

b2 − a2
cos(a) sin(b)− a

b2 − a2
sin(a) cos(b).

Proof. Define J =
∫ 1
0 cos(ax) cos(bx)dx. Then, we have

J =

(
cos(ax)

sin(bx)

b

)1

0

+ a

∫ 1

0
sin(ax)

sin(bx)

b
dx

=
1

b
cos(a) sin(b) +

a

b

[(
sin(ax)

cos(bx)

b

)0

1

+
a

b

∫ 1

0
cos(ax) cos(bx)dx

]
=

1

b
cos(a) sin(b)− a

b2
sin(a) cos(b) +

(a
b

)2
J

from which we get the desired result.

Lemma A.8. Let ψm be as defined in (??). Then, we have

〈ψm(·), cos(iπ·)〉L2 ≤
4

iπ
2blog2mc/2.

Proof. For a given m, consider j = blog2mc and ` = m+ 1− 2j . Then, we have

〈ψm(·), cos(iπ·)〉L2

=

∫ 1

0
ψm(x) cos(iπx)dx

=

∫ `−1/2

2j

`−1

2j

2j/2 cos(iπx)dx−
∫ `

2j

`−1/2

2j

2j/2 cos(iπx)dx

=
2j/2

iπ
[sin(iπx)]

`−1/2

2j

`−1

2j

− 2j/2

iπ
[sin(iπx)]

`

2j

`−1/2

2j
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=
2j/2

iπ

[
sin

(
iπ(`− 1/2)

2j

)
− sin

(
iπ(`− 1)

2j

)]
− 2j/2

iπ

[
sin

(
iπ`

2j

)
− sin

(
iπ(`− 1/2)

2j

)]
=

2j/2

iπ

[
2 sin

(
iπ(`− 1/2)

2j

)
− sin

(
iπ(`− 1)

2j

)
− sin

(
iπ`

2j

)]
≤ 4

iπ
2j/2,

thereby completing the proof.

B Bound on ηij in (??)

From (??), we have

ηij =
∑
m

bmθmiθmj =
1

π2

∑
m

bm
ωm

ω2
m − i2

ωm
ω2
m − j2

sin2(πωm)(−1)i+j

which implies

|ηij | .

√√√√∑
m

(
ωm
√
bm

ω2
m − i2

)2
√√√√∑

m

(
ωm
√
bm

ω2
m − j2

)2

.

Consider ∑
m

(
ωm
√
bm

ω2
m − j2

)2

=
∑
m

ω2
mbm

(ωm + j)2(ωm − j)2
≤ 1

j2

∑
m

(
ωm

ωm − j

)2

bm

.
1

j2

∑
m

m−(1+δ)
(

am+ b

am+ b− j

)2

=
1

j2

∑
m

m−(1+δ)
(

m+ b/a

m+ (b− j)/a

)2

.

We now consider two cases. First, we consider the case of b < 0. Define c := (j− b)/a−b(j− b)/ac
and note that 0 < c < 1. Then, we have

∑
m

m−(1+δ)
(

m+ b/a

m+ (b− j)/a

)2

.
∑
m

m−(1+δ)
(

m

m− (j − b)/a

)2

=
∑
m

m1−δ

(m− (j − b)/a)2

=
∑

m≤b (j−b)
a
c

m1−δ

(m− (j − b)/a)2
+

∞∑
m=b (j−b)

a
c+1

m1−δ

(m− (j − b)/a)2

=
∑

m≤b (j−b)
a
c

m1−δ

((j − b)/a−m)2
+

∞∑
m=b (j−b)

a
c+1

m1−δ

(m− (j − b)/a)2
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=

b j−ba c1−δ
c2

+
b j−ba − 1c1−δ

(1 + c)2
+ · · ·+ 1(

j−b
a − 1

)2


+


(

1 + b j−ba c
)1−δ

(1− c)2
+

(
2 + b j−ba c

)1−δ
(2− c)2

+ · · ·


≤
⌊
j − b
a

⌋1−δ ( 1

c2
+ 1 +

1

22
+

1

32
+ · · ·

)
+

(
1 + b j−ba c

)1−δ
(1− c)2

+

∞∑
`=1

(
`+ 1 + b j−ba c

)1−δ
`2

≤
⌊
j − b
a

⌋1−δ ( 1

c2
+
π2

6

)
+


1+b j−b

a
c1−δ

(1−c)2 +
∑∞

`=1
(`+1)1−δ+b j−b

a
c1−δ

`2
, for δ ≤ 1

1
(1−c)2 +

∑∞
`=1

1
`2
, for δ > 1

.

⌊
j − b
a

⌋1−δ
+ C1,

where we have used the fact that for δ ≤ 1,

∞∑
`=1

(`+ 1)1−δ

`2
≤
∞∑
`=1

`1−δ + 1

`2
=
π2

6
+
∞∑
`=1

1

`1+δ
<∞,

and C1 is some constant independent of the index j. Hence

∑
m

ω2
mbm

(ωm + j)2(ωm − j)2
.

1

j2

[⌊
j − b
a

⌋1−δ
+ C1

]
≤ 1

j2

[(
j − b
a

)1−δ
+ C1

]
. j−min(1+δ,2).

Next we consider the case of b > 0. Note that for j < b,

∑
m

m−(1+δ)
(

m+ b/a

m+ (b− j)/a

)2

≤
∑
m

m−(1+δ)
(
m+ b/a

m

)2

=
∑
m

m−(1+δ)
(

1 +
b

am

)2

.
∑
m

m−(1+δ)
[
1 +

1

m2

]
:= C2 <∞.

Now, for j > b, we have

∑
m

m−(1+δ)
(

m+ b/a

m+ (b− j)/a

)2

=
∑
m

m−(1+δ)
(m+ b/a)2

(m− (j − b)/a)2

.
∑
m

m−(1+δ)
m2 + (b/a)2

(m− (j − b)/a)2
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=
∑
m

m1−δ

(m− (j − b)/a)2
+

(
b

a

)2∑
m

m−(1+δ)

(m− (j − b)/a)2

≤

[
1 +

(
b

a

)2
]∑

m

m1−δ

(m− (j − b)/a)2
.

⌊
j − b
a

⌋1−δ
+ C1.

Therefore,

∑
m

m−(1+δ)
(

m+ b/a

m+ (b− j)/a

)2

.

{
C2, for j < b,

b j−ba c
1−δ + C1, for j > b

,

and consequently

∑
m

ω2
mbm

(ωm + j)2(ωm − j)2
.

{
j−2, for j < b,

j−min(1+δ,2), for j > b
. j−min(1+δ,2).

Putting everything together yields

ηij = (ij)
−min

(
1,
1+δ
2

)
.
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